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Part A

Institutional Information

|.1. Name and address of the institution and affiliatinguniversity:

.3.

VISVESVARAYA NATIONAL INSTITUTE OF
TECHNOLOGY (VNIT),

SOUTH AMBAZARI ROAD, NAGPUR 440010

Name, designation, telephone number, and e-maitldress of the
contact person for the NBA:

Dr. Narendra S. Chaudhari, Director VNIT.

Ph:

Email : director@vnit.ac.in

Dr. K D Kulat, Professor, Department of Electronirsgineering
Ph : 0712-2801345

Email : /

History of the institution (including the date of introduction and

number of seats of various programmes of study atg with the NBA
accreditation, if any) in a tabular form:

1.3.1 Historical Background

The VNIT, Nagpur is one of the thirty National Institutes of Technology in the
country. The Central Government by Act of Parliament (National Institutes of
Technology Act, 2007 (29 of 2007)) declared VNIT Nagpur as an Institute of

National Importance. The Act was brought into force from 15" August 2007.

VNIT Nagpur was conferred the Deemed to be University status (under
University Grants Commission Act, 1956 (3 of 1956)) with effect from 26"
June 2002 by the Central Government.

Earlier, the Institute was known as Visvesvaraya Regional College of

Engineering (VRCE). It was established in the year 1960 under the scheme




sponsored by Government of India and Government of Maharashtra. The
college was started in  June 1960 by amalgamating the State Government

Engineering College functioning at

Nagpur since July 1956. In the meeting held in October 1962, the Governing
Board of the college resolved to name it after the eminent engineer, planner,

and statesman of the country Sir M. Visvesvaraya.
1.3.2 Location

Nagpur known as Orange City is centrally located and well-connected to all
the parts of the country by air, rail and road. It is also the second capital of
Maharashtra. Nagpur is the largest city in central India and the winter capital
of the state of Maharashtra. It is a fast growing metropolis and is the third

most populous city in  Maharashtra after Mumbai and Pune, and also one

of the country’s most  industrialized cities. With a population of 2,405,421,

Nagpur is the 13" most populous city and 13" largest urban agglomeration in

India. Itisthe 154" largest agglomeration and 164" largest contiguous urban

areas in the world.

Nagpur is the seat of the annual winter session of the Maharashtra state

assembly, “Vidhan Sabha”. Nagpur is a major commercial and political

centre of the Vidarbha region of Maharashtra. In addition, the city derives

political importance from being the headquarters for the Hindu nationalist
organisation RSS and an important location for the Dalit Buddhist

movement.

According to a survey by ABP News-Ipsos, Nagpur has been identified as

the best city in India by topping the liveability, greenery, public transport, and
health care indices.”™™ |t is famous for the Nagpur Orange and is known
as the “Orange City” for being a major trade center of oranges cultivated in

the region.

The city was founded by the Gonds and later became a part of the Maratha
Empire under the royal Bhonsale dynasty. The British East India Company

took over Nagpur in the 19" century and made it the capital of the Central

Provinces and Berar. After the first reorganisation of states, the city lost its

status as the capital. Following the informal “Nagpur Pact” between political

leaders, it was made the second capital of Maharashtra.

Nagpur is also called the “Tiger Capital of India™**™"“ as it connects many
tiger reserves in India to the world. It is among the important cities for the

Information Technology Sector in Maharashtra. Nagpur lies at the dead

center of the country with the Zero Mile marker indicating the geographical




center of India. City of Nagpur is considered as geographic centre of India
with its famous Zero Mile stone. Major  National highways and rail
networks connecting Delhi with Hyderabad/ Bangalore/

Kanyakumari and Mumbai with Kolkata pass through the city. It is now

recognized as Tiger Capital of India with major Tiger National parks around
the city. It s popularly  known as "Orange City". Nagpur is second capital

of Maharashtra State.

VNIT is located in the heart of Nagpur city on sprawling campus of 214
acres. The campus can be located on Google maps as VNIT, N 210, 728",

E 790, 3’ 8” The official website address for VNIT is: www.vnit.ac.in.

1.3.3 Regular Academic Programmes

Academic Programmes

The Institute offers 9 Under-Graduate programs viz., B. Tech. in Chemical,
Civil, Computer Science, Electrical and Electronics, Electronics and
Communication, Mechanical, Metallurgical and Materials and Mining

Engineering and Bachelor of Architecture.

The Institute also offers 16 Post-Graduate Full time programs (2 years
duration) viz., M. Tech. in Industrial Engg., Heat Power Engg, CAD-CAM,
Materials Engg, VLSI Design, Communication System Engineering,
Computer Science Engg., Industrial Engg., Integrated Power System, Power
Electronics and Drives, Structural Engineering, Structural Dynamics and
Earthquake Engineering, Environmental Engineering, Water Resources
Engineering., Construction Technology and Management, Transportation
Engineering and Urban Planning. The Institute also offers M.Tech. by
research program in all engineering departments, Ph D (Full/Part

Time).

Institute has stared M.Sc. programs in Chemistry, Mathematics and Physics

from current year.

The Doctoral Research is done in all Engineering and Sciences
departments. Institute is a recognized centre under QIP scheme for Ph.D.
program in Electrical and Metallurgical & Materials Engineering department
and for M. Tech. program in Electrical and Civil Engineering departments.




Sr.No.| Program Name | Year | Intake Capacity
Under Graduate Program : B. Arch/B. Tech.
01. | Architecture 196( 62
02 | Chemical Engineerir 200¢ 92
03. | Civil Engineering 1956 92
04. | Computer Science Engg. 1987 92
05. | Electronics and 1980 92
Communication Engineering
06. | Electrical And Electronics 1960 92
07. | Mechanical Engineerit 196( 92
08. | Metal and Materials 1965 92
Engineering
09. | Mining Engineering 1982 32
TOTAL 738
Post Graduate & Research Programs :
M. Tech.
01. | Environmental Engineering 1966 20
02. | Water Resources Engineering 2011 20
03, | Construction Technology 2010 20
04. | Transportation Engineering 2011 20
05. | VLSI Design 2007 20
06. | Communication System 2012 20
Engineering
07. | Computer Science Engineering 2007 20
08. | Industrial Engineerir 168¢ 20
09. | Heat Power Engineering 2002 20
10. | CAD-CAM 201 20
11. | Integrated Power System 1968 20
12. | Power Electronics & Drive 2010 20+5 SI
13. | Material Engineering 2006 20
14. | Structural Dynamics ar 200z 20
Earthquake Engineering
15. | Structural Engineering 1991 20
16. | Excavation Engineering 2012
17. | Urban Planning 1988 20
TOTAL 320
M Sc.
01. | M Sc Chemistry 2013 20
02. | M Sc Mathematics 2013 20
03. | M Sc Physics 2013 20
TOTAL 60




1.3.4 Accreditation Status
National Board of Accreditation granted accreditatiazo the various
eligible programs in 2009 wide letter No. F.NBA/ACCR-44  (11)/2002,
Dated 2° March 2009. The details are given below:

The Accreditation Status of the programme(s) are:

Sr.Nc| Name of UG & PG Programme Accreditation | Period of validity
Status w.e.f. 10.02.2009

01. | B.Tech. Electronics & Comm. Engg. Accredited Yehrs

02. | B.Tech. Mechanical Engg. Accredited 3 Years

03. | B.Tech. Civil Engc Accreditec 3 Year:

04. | B.Tech. Computer Science & En Accredite( 3 Year:

05. | B.Tech. Mining Engg. Accredited 5 Years

06. | B.Tech. Metallurgical & Materia Accredited 5 Years
Engg.

07. | B.Tech. Electrical & Electronidg Accreditec 5 Year:
Engg.

08. | M.Tech. Integrated power System Accredited arse

09. | M.Tech. Structural Dynamics Accredited 3 Years
Earth Quate Engg.

10. | M.Tech. Environmental Engg. Accredited 3 Years

11. | M.Tech. Structural Engg. Accredited 3 Years

12. | M.Tech. VLSI Design Accredited 3 Years

13. | M.Tech. Industrial Engg. Accredited 3 Years

14. | M.Tech. Ferrous Process Metallurgy WITHDRAWN

15. | M.Tech. Ferrous Process Metallu WITHDRAWN

(Total number of programmes Accredited vide thiter — Twelve and Withdrawn —
Two)

New M.Tech Programs started (year)

Sr.No. Title of Program Intake
01. Transportation Engineering (2011) 20
02. Communication System Engineering 20

(2012)
03. Water Resources Engineering (2011) 20

Total Increased Intake 60




Campus

Satellite View of VNIT Campus

VNIT Campus is spread over an
area of 214 acres near Ambazari
lake. It presents a panorama of
harmony in architecture and
natural beauty. The campus has
been organized in three functional
sectors;

* Hostels for students, Health
centre, sports complex

*  Academic Buildings,
Administrative  Building,

and Library

* Residential Sector for family & staff
The academic buildings are located fairly in clpseximate, to the hostels and the
staff quarters. The campus has a full-fledged adenrzed branch of State
Bank of India with ATM facility, Canara Bank, Pasfice as well as courier services
and other needs of students, residents and @ffecaearby. .

The Institute has its own fully fledged Health @erwith a full time

residential Medical Officer. The specialized madigervices of a

Psychological Counsellor, Dietician, Physiothesgpi Pathology lab, Yoga
centre, and also medical consultants in AyurvedhHomeopathy are

available. Patients suffering from serious illnéssequiring intensive care are
referred to the Govt. Medical College and Hosptadl other Health care

centres duly approved under the CGHS. A full tirdedicated Ambulance
service in available at the dispensary.

Spacious and multicuisine canteen is located clwmsdhe instruction zone and
hostels. Two more cafeterias exist on the canmiplus.Institute has a well

equipped Gymkhana apart from various playgrounds Tennis, Badminton,
Volley Ball, Foot Ball, Hockey, and Cricket. NC@iuis also located on

campus. There are very well used by students amgbas residents of

quarters.

1.4. ownership status: Govt. (central/state) / trustclety
(Govt./NGO/private)/private/other:

CENTERAL GOVT. MHRD

Declared as Institute of National Importace by NIT Act of 2007
(27 of 2007)




15 Mission and Vision of the Institution:

Mission

The Mission of VNIT is to achieve high standardsxrcellence in generating
and propagating knowledge in engineering and dalilssciplines. V.N.I.T. is
committed to providing an education that combirigerous academics with
joy of discovery. The Institute encourages its oamity to engage in a
dialogue with society to be able to effectivelynttdbute for the betterment of
humankind.

Vision

To contribute effectively to the national endeavolproducing quality human
resource of world class standard by developinguatamable technical
education system to meet the changing technolbgieads of the Country,
incorporating relevant social concerns and todoaih environment to create

and propagate innovative technologies for the econ development of the
Nation.

|.6. Organisational Structure:

1.6.1 Administration

As per the provisions of the NIT Act, the Board @bvernors (BoG) is
responsible for superintendence, direction, androbof the Institute. Thus, the BoG
is vested with full powers of the affairs of adnsination / management and finances of
the Institute. Members of the Board represent Guwent of India, Government of
Maharashtra, Industries, and faculty of the InstituThe Director is the principal
academic and executive officer of the InstitutesiBes the BoG, the Senate, the
Finance Committee (FC) and the Building and Worksn@ittee (BWC) are statutory
committees and therefore, authorities of the tintgt

Apart from the above statutory committees, thearBohas the power to
constitute various sub-committees for smooth arffitieft administration. Thus, the
Board has constituted the Stores Purchase Comn(BE€), Grievance Committee
(GC), and Special Cell. The SPC administers thérakzed procurement of equipment
and material whereas the GC provides a platforrhear the views of staff and
faculty on grievances. The Special Cell functioogtotect the interest of backward-
class candidates through procedural, instituticanad, other safeguards.




1.6.2 Flow Chart showing Institutional Administration
Figure - 1




1.6.3 Flow Chart showing the hierarchy of Academic Depamnents
Figure - 2




|.7. Financial status: Govt. (central/state) / grants-ipaid / not-for-profit /
private self- financing / other:

(Instruction: Financial status of the institute ha$e mentioned here.)
CFI (Centrally funded institution)

|.8. Nature of the trust/society

Also list other institutions/colleges run by thadt/society
(Instruction: Way of functioning and activities thie trust/society have to be listed

here.)
Name of the Year of Location
Institution establishment
NA - -

1.9 External sources of funds

(Rs. in Lacs)
Name of CFY CFYml CFYm2 CFYm3
the 2013-14 2012-13 2011-12 2010-11
External *
Source
Plar 3825=00 00 7500=00 2200=00
Non Plai 1620=00 3200=00 4249=00 1500=00

(Instruction: The different sources of the exteriugds over the last three financial
years are to be listed here.)

* No funds under plan were received.

.10 Internally acquired funds:

(In Rupees)
Name of the CFY CFYml1 CFYm2 CFYm3
Internall 2010-11 2011-12 2012-13

Source
Students’ fee

2,70,14,268 8,62,01,16p 100,32,5,5p2 17,79,67,064

Interest & Other | 4,88,21,680 8,16,88,699 5,63,25,5p2 3,23,85,087
Income

(Instruction: The different sources of the intdruads over the last
three financialears are to be listed here.)




.11 Scholarships or any other financial assistanceigeaivto
students?

VNIT Nagpur is making available to it's studentsdaresearch scholars several
avenues for receiving assistance towards schofmskiee ships etc. some of the
several scholarships available to VNIT students are

[1]

[2]

[3]

[4]
[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

Indian Oil Corporation Scholarship, Indian @brporation has  announced
2600 Scholarships for students of 10+/ITl, MBBEngineering & MBA on
merit basis.

NTPC Scholarship, NTPC is offering 35 schold@pstto students belonging
to SC/ST/PC categories persons who are pursuingedrs full time
degree course in engineering on a competitivasbfis applicant from
NIT.

ONGC Engineering Scholarships ONGC offers 75hd&arships for
SC/ST students who are pursuing higher educaiionEngineering,
Geology, Geophysics and MBA.

GATE stipend for qualified post graduate stuiden

AICTE PG Scholarship 2013 for M.E./M.Tech/M.RPhe Students
AICTE PG Scholarship 2013 for M.E./M.Tech/M.Pharnsecond year
students.

AICTE Scholarships for GATE Qualified Candidat2013 For GATE
Qualified Candidates 2013 for M.E./M.Tech/ secgadr students.

Cargill Global Scholarships Program for Underdumate Students 2013
Cargill Global Scholarships Program for UndergiaduStudents 2013 is the
global scholarship program for India, Brazil, RassChina and the USA
countries.

North South Foundation Scholarships 2014 (NS&Eholarships 2014 for
those doing BE/BTech.

NATIONWIDE EDUCATION AND SCHOLARSHIP TEST (N.E5.T.)
2013 Natinalwide education and scholarship test.$rt.) 2013 For Degree
Students Of Science Engg. Courses.

Scholarship for Physically Handicapped Studéytional Handicapped
Finance and Development Corporation (NHFDC).

MOMA scholarship — Annually government of ladioffers 20000
scholarships that distributed among the student§ minority
communities throughout the country, to eligibleudgnts from this
institute.

State Government Scholarships from Social ‘afelf Department for
eligible students from this institute.




The aggregate amount of Scholarship amount in)(Rear wise is
indicated below :

Details CFY CFYml CFYm2 CFYm3
Category
Scholarship
Assistance

Amount | 3,28,05,922| 1,74,86,164 1,77,64,254 2,37,27,156

Various sources given inll

|.12 Basis/criterion for admission to the institution

All India entrance / state- level entrance / university entraricéh standard
mark sheet / others:

(Instruction: The basis/criterion for student irgdias to be listed here.)

|.13 Total number of engineering students

CFY CFYm1l CFYm2 CFYm3

2012-13 2011-12 2010-11 2009-10

Total no. of 2868 2636 2398 2142
boys

Total no. of 70¢ 58¢ 50C 457

girls

Total no. of 3576 3219 2898 2599

students

Total number of other students, if any

(Instruction: Total number of engineering studemtsth boys and girls,
has to be listed here. The data may be categansadabular form under
graduate or post graduate engineering, or othgranome, if applicable.)

.14 Total number of employees

(Instruction: Total number of employees, both mad women, has to be listed here.
The data may be categorised in a tabular formaxhieg and supporting staff.)

Minimum and maximum number of staff on roll in thegineering institution, during
the CAY and the previous CAYs (1st July to 30the)un




A. Regular Staff

CAYm1 CAYm?2 CAYm3

Min Max Min Max Min Max Min Max
Teaching M 131 122 12¢ 11¢
staff in
engineering F 23 20 20 19
Teaching M 24 15 17 16
staff ~ in ¢ 7 7 7 7
sciences &
humanities
Physical
Edu.
Non M 9 10 1C 12
teaching
Staff F 3 3 3

B. Contract Staff

CAYml

CAYm?2

Min Max Min Max Min Max Min Max
Teaching M 0]0) 01 0]0) 01 0]0) 02 (o]0} 0cC
staff in
engineering F 00 00 00 00 00 00 00 00
Teaching M 0Q 01 0Q 0Q 0Q 0C 0C 0C
staff in
sciences & F 00 00 00 00 00 00 00 00
humanities
Non M 00 73 00 75 0Q 77 0C 76
teaching
staff F 00 19 00 19 00 19 00 19

End of Part A | Institutional Information




A-2 Departmental Information

. Departmental Information

II.1. Name and address of the department:

Department of Computer Science & Engineering, W,NNagpur

II.2. Name, designation, telephone number, and ik-eddress of the contact person
for the NBA:

Dr. P. S. Deshpande, Associate Professor & Hedwedepartment,
Ph. No. 0712-2801322/2801029, psdeshpande@ dsacvini

I1.3. History of the department including date aftroduction and number of seats of

various programmes of study along with the NBAreditation ,if any:

Program Description

UG in Computer Scienc Started with 30 seats in 1987

Engineering Intake increases to 60 in 2006
Intake increases to 71 in 2008
Intake increases to 81 in 2009
Intake increases to 92 in 2010

uGin........

MCA .............

PG in Computer Scienge Started with 13 seats in 2007

Engineering Intake increases to 16 in 2008
Intake increases to 18 in 2009
Intake increases to 20 in 2010

UGin.....c.........

11.4. Mission and Vision of the Department

(The department is required to specify its Missaod Vision).
Vision of the Department

To contribute effectively to the important natibeadeavour to produce quality human
resource in the information technology and relaeehs for sustainable development
of the country’s IT industry needs.

To advance the state of the art in computer sei@md engineering by working on
cutting edge research topics, publishing qualtysearch papers and filing enduring
patents.

To serve the local and the national community f®atng awareness about IT related
products and to impress upon the importance ofvledge management.

Mission of the Department

To produce highly qualified and motivated gradsdteough a rigorous curriculum of
theory and application that develops the abilitysdlve problems, individually and in
teams.

Creating knowledge of fundamental principles andovative technologies through
research within the core areas of computer sciandelso in interdisciplinary topics.




Serving the communities to which we belong at llerad national levels, combined
with a deep awareness of our ethical respon&silib our profession and to society.

I.5. List of the programmes/ departments which rehdauman resources and/or the
facilities of this programmes/ departments (in %):

(Instruction: The institution needs to mention diféerent programmes being run in the

department

which

share

the

human

department/programme being accredited.)

11.6.Total number of students:

UG: 92

resources

andlitiéaci with

this

I.7. Minimum and maximum number of staff on rollurthg the current and three
previous academic years (1st July to 30th Junéieiepartment:

ltems CAY CAYm1l CAYm2

Min Max | Min Max | Min Max
Teaching Faculty with the Program 13 1B 13 13 18 3 1
Non teaching Staff 7 7 7 7 7 1
Total

II.7.1. Summary of budget for the CFY and the dcteapenditure incurred in the
CFYm1, CFYm2 and CFYm3 (for the Department):

ltems Budgetin Actual | Budgeted| Actual | Budgeted| Actual
CFY expenses in Expenses in Expenses
inCFY | CFYml in CFYm2 in
* CFYml1l* CFYm2
Laboratory 45,00,001| 5,56,53: 29,75,86.
Equipments
Software 9,00,000
purchase
Laboratory
consumables
Maintenance 26,868
and spares
Travel
Miscellaneous
expenses for | 10,50,000 1,73,534 6,00,736
academic
activities
(Non-plan) 30,164 1,35,317
Total 55,50,00Q 7,60,232| 30,00000 46,38,785

* The amounts shown under expenditure does natdecmany items of routine expenses met
from Centralised Institutional Source 'such as AN@nputer Consumables and student
related travel expenditure which, however, areregmgied in The Institutional Income
Expenditure statement in Part | - item [-10.




A-3 Programme Specific Information
[ll. Programme Specific information

ll.2. Name of the Programme
UG in B.Tech. Computer Science & Engineering

(List name of the programme, as it appears on thdugte’s certificate and transcript, and
abbreviation used for the programme.)

lll.2.  Title of the Degree

B.Tech. Computer Science & Engineering

(List name of the degree title, as it appears ergtaduate’s certificate and transcript, and
abbreviation used for the degree.)

II.3. Name, designation, telephone number, andaé-saldress of the
Programme coordinator for the NBA:
Dr. P. S. Deshpande, Associate Professor & HegtiledDepartment,
Ph. No. 0712-2801322/2801029, psdeshpande@cs$acvini

IIl.4.  History of the programme along with the NE&creditation, if any:

Program Description

UGiN ..., Started with 30 seats in7198
Intake increases to 60 in 2006
Intake increases to 71 in 2008
Intake increases to 81 in 2009
Intake increases to 92 to 2010

II.5. Deficiencies, weaknesses/concerns from jneviaccreditations:
Less faculty Strength

IlI.6. Total number of students in the programme:
UG 092
PG : 20




I.7.

academic years (1st July to 30th June) in the progre:

Minimum and maximum number of staff for therrent and three previous

ltems CAY CAYm1 CAYm2

Min Max | Min Max | Min Max
Teaching Faculty with the Program 13 13 13 13 13 3|1
Non teaching Staff 7 7 7 1 7 7

111.8.

CFYm2 and CFYm3 (exclusively for this programmehia department):

Summary of budget for the CFY and the acewpenditure incurred in the CFYm1,

Iltems

Budget in
CFY

in

Actual
expenses
CFY(till...)
*

Budgeted
in CFYm1l

Expenses
in CFYym1l
*
Budgeted
in CFYmz

Actual

Actual

Expenses
in OV 7

Budgeted
in CFYm2

Actual

Expenses
in OV T

Laboratory
Equipments

45,00,000

5,56,534

N
©
~
o
[0}
[e2)
=

Software

9,00,00(

Laboratory
consumables

Maintenance
and spares

26,868

Travel

Miscellaneougq
expenses for
academic
activities

10,50,000

1,73,534

6,00,734

(Non plan

30,16«

1,35,31

Total

55,50,001

7,60,23:

30,00(
00

46,38,78!




PART B

B-1 Vision, Mission And Programme Educational Objectives

1. Vision, Mission and Programme Educational Objedves (100)

1.1.Vision and Mission (5)

1.1.1. State the Vision and Mission of the ingéitand department (1)
(List and articulate the vision and mission statetmeof the institute
and department)

Vision of the Institute

To contribute effectively to the national endeavotiproducing quality human
resource of world class standard by developing stagwable technical
education system to meet the changing technologieads of the country
incorporating relevant social concerns and to baiddenvironment to create
and propagate innovative technologies for the esunaevelopment of the
Nation.

Mission of the Institute

The mission of VNIT is to achieve high standardexd¢ellence in generating
and propagating knowledge in engineering and alisgiplines. V.N.L.T. is

committed to providing an education that combingsrous academics with
joy of discovery. The Institute encourages its camity to engage in a
dialogue with society to be able to effectively trdyute for the betterment of
humankind.

Vision of the Department

To contribute effectively to the important nationahdeavour to produce
quality human resource in the information techngl@md related areas for
sustainable development of the country’s IT indusetreds.

To advance the state of the art in computer sciandesngineering by working
on cutting edge research topics, publishing quaksearch papers and filing
enduring patents.

To serve the local and the national community ®ating awareness about IT
related products and to impress upon then the impoe of knowledge
management.




Mission of the Department

To produce highly qualified and motivated graduatieugh a rigourous
curriculum of theory and application that develope ability to solve
problems, individually and in teams.

Creating knowledge of fundamental principles andoirative technologies
through research within the core areas of compatemce and also in inter-
disciplinary topics.

Serving the communities to which we belong at logatl national levels,
combined with a deep awareness of our ethical respitities to our
profession and to society.

1.1.2. Indicate how and where the Vision avigsion are published and
disseminated (2)
(Describe in which media (e.g. websites, curricotaks) the vision
and mission are published and how these are disgésdi among
stakeholders)

The vision and mission statements of the deparsnermt published on
the department website.

1.1.3. Mention the process for defining Vision avidsion of the department
2
(Articulate the process involved in defining theion and mission of
the department from the vision and mission of tistifute.)

The Head of the Department is responsible in lepdirdiscussion about the
department Vision and Mission statements. In séwpartmental meetings,
the basic ethos of the Vision and Mission statemaitthe institute were
discussed in detail. Accordingly, an executive cottea was formed in the
department to prepare the departmental Vision anskibvh statements by
specifically considering the computer science andireering aspects. The
executive committee prepared draft Vision and Misstatements which were
discussed and brainstormed in a meeting consisfirige entire faculty. The
statements were then finalised.

1.2.Programme Educational Objectives (15)

1.2.1. Describe the Programme Educational Objes{iP&Os) (2)

(List and articulate the programme educational abjes of the programme
under accreditation)

1. Achieve the understanding of the basics and emgrgaohniques of a
broad range of computer science and engineeringepis. Gain the
ability to analyze and solve computer science amgineering problems
through application of fundamental knowledge of msatscience, and
engineering.




2. Learn to apply modern skills, techniques, and esgyiimg tools to create
computational systems. Understand the state ddrthi@ the recent areas
of research in computer science and engineering tanéormulate
problems from them and perform original work to widmute in the
advancement of the state of the art.

3. To be able to adapt to the evolving technical emges and changing
career opportunities. Learn to effectively commatécideas in oral,
written, or graphical form and to promote collakima with other
members of engineering teams.

1.2.2. State how and where the PEOs are publisieédiaseminated (2)
(Describe in which media (e.g. websites, curricblaoks) the PEOs are
published and how these are disseminated amongrstklers)

The PEOs are published on the departmental websiteare discussed in
various meetings with the students in the classnoittees.

1.2.3. List the stakeholders of the programme (1)
(List stakeholders of the programme under am@rsition for accreditation
and articulate their relevance)

Students, parents, employers from the IT industiynni, and faculty are
the stakeholders of the programme.

1.2.4. State the process for establishing the REOs
(Describe the process that periodically documents demonstrates that the
PEOs are based on the needs of the programmeigasiakeholders. )

The Head of the Department is responsible in lgadirdiscussion about the
PEOs. An executive committee was formed in the dem@nt to prepare the
PEOs. The executive committee prepared draft PERishwwere discussed
and brainstormed in several meetings involving #mire faculty. The

mapping of the PEOs to the different courses taumhtthe faculty was

discussed in these meetings. The PEOs were refingdg the course of the
discussions.

Externally, the PEOs are discussed time to timeén willeagues from the
industry who visit the department on various ocmasi— e.g. to deliver expert
lectures, to interact regarding industrial consudtaprojects with the faculty,

to conduct student campus placement interviews,caaduct tests and
interviews for internships for the students etce Tiews of the department are
explained and their suggestions and guidance igtgosimilar activity is

carried out with colleagues from the academia wisit the department on
various occasions — e.g. to deliver expert leciuresattend conferences, to
conduct viva-voce examinations, etc. Moreover, vdven the alumni of the

department who are either working in the industryace undergoing higher
studies in the country or abroad visit the depantméhe departmental




objectives, the courses and the vision of the deyant is discussed with them.
Their opinion is also taken into considerationr&fining the objectives.

Periodically, meetings are conducted with the curstudents and sometimes
with their parents. The objectives of the departmeme explained to them.
Their feedback is sought in order to improve thalents’ learning as well as
to refine the objectives.

1.2.5. Establish consistency of the PEOs with tleshn of the institute (5)
(Describe how the Programme Educational Objectaresconsistent with the
Mission of the department.)

PEO 1 is consistent with the first Mission statemeh to achieve high
standards of excellence in propagating enginedanyviedge and to provide
education with rigorous academics. PEO 2 is comsiswith the Mission
statement of generating new knowledge and enjogsktiowledge discovery
process. The PEO 3 is consistent with the Missitatement of having
dialogue with the society and to identify and sotirffferent problems at the
local and national level.

1.3. Achievement of Programme Educational Objective(30)

1.3.1. Justify the academic factors involved inieatment of the PEOs (15)
(Describe the broad curricular components thatrdmrte towards the
attainment of the Programme Educational Objectjves.

1. Different core courses are present in the schemd.offech. in
Computer Science and Engineering with which a stuteable to get
a deep and clear understanding of the basics -Patg. Structures and
Program Design, Discrete Mathematics, Introductitm Object
Oriented Methodology, Theory of Computation etc.

2. In the course assignments and the associated tabpraork, the
students are encouraged to consider real-world lgmb and think
about their solutions using different techniqguegplamented using
convenient programming languages. In addition tese¢h there are
three software labs as core courses in which thdests are made
aware of new and open-source technologies and.tdbls students
prepare feasible projects using these.

3. In addition to the core courses, there are electosrses, in which a
student is introduced to many new topics and theeatiresearch work
going on in the topics — e.g. Atrtificial Intelligee, Topics in
Distributed Systems, Data Mining and Warehousingforimation
Retrieval, etc.

4. The courses and their syllabi are discussed athefiog their revision
and upgradation in departmental faculty meetings.he T
recommendations of the departmental meetings @ discussed in
the meetings of the Board of Studies which hasdwiernal members




— one a faculty from an IIT and another a seniars@e from the

industry. With inputs from everybody, the curricolus updated from
time to time so that the students are exposed & dhanging

technology scenario and are able to adapt to theges.

. All the students need to undergo a final year mtoj@hich is typically

done in a group. In that, the students explorepéctof their interest
and to understand the issues and the current wong@n in that. The
faculty then help them in formulating a problem ahd students are
encouraged to come out with more such challengimdplems. The

possible techniques that can be used for solviegetproblems are
then implemented and the performances of the solsitiare then
evaluated.

. Many times during the courses and the laboratotles,students are
required to submit a report and make a formal prasen on a

specific topic. As a part of the final year projetie students first
prepare a poster in which they specify the probiemch they would

be tackling and explain some existing techniquesvards the end of
the project, the students are required to writeren&l report detailing
the technique and the performance evaluation they have carried
out. They are also then required to make a formedenmtation of their
project. This helps them in developing both thettemi and oral

presentation skills.

. In the entire curriculum, the students are requitedake humanities
courses for developing their humanities and sctidils.

1.3.2. Explain how administrative system helpsrniauing the achievement of

the PEOs (15)
(Describe the committees and their fuorj working process and
related regulations.)

1. Atthe lowest level there are class committees &afiior every year
i.e. second year, third year, and final year. Evepmmittee
consists of four students of the respective clasd a faculty
member who does not teach that class. The studeamtadvised to
give a candid feedback regarding the courses aadtahching
methodology. These meetings are supposed to hagyeey month.

2. The faculty member of a class committee is supptseodnvey the
issues discussed in the meetings with the HeatleoDiepartment
and also with other faculty members in a facultyetimey.

3. A departmental meeting is then held after the 8estsional and the
second sessional examinations to incorporate aayges.

4. Periodically, the institute conducts senate mestinghere the
professors of the department and the HOD reprabenviews of
the department.

5. In addition to this, at least two times a year,nfat Board of
Studies meetings are held in which there are eaktenembers. The
PEOs are discussed at length in those meetingsfegdbacks
regarding those are incorporated.




1.4. Assessment of the achievement of Programme Edional Objectives (40)

1.4.1. Indicate tools and processes used in aseasshthe achievement of
the PEOs (25)
Describe the assessment process that periodicalbundents and
demonstrates the degree to which the Programme afidnal
Objectives are attained. (10)

1. The PEOs are regularly discussed in the facultytimge and are
updated whenever necessary.

2. PEOs are also discussed in the Board of Studiesimgeeand any
suggestions are incorporated.

3. A discussion also takes place in meetings withcthleeagues from
the industry and from academia regarding the updatf the PEOs.

Include information on: (15)

a) A listing and description of the assessment prasssed to gather
the data upon which the evaluation of each prograraducational
objective is based. Examples of data collectioncgsses may
include, but are not limited to, employer survaysduate surveys,
focus groups, industrial advisory committee meesingr other
processes that are relevant and appropriate fordggamme;

We have put into place a system that will colletdback in the

form of questionnaire from the following

i. Employers, who visit the institute for campus réonent

ii. The alumni, who attend the alumni meet which iglhelthe
month of December every year

iii. External visitors from the academia and the ingusiho
visit the department from time to time for preséotss,
viva-voce examinations, workshops, conferences, etc

The feedback forms for all these are shown below.

Feedback Form for Employers
Feedback Form for the Department of Computer Sciere and Engineering

This feedback sheet consists of two parts.

In the first part, please provide a candid feedbradarding the students (the current students fzd t
past students who might be working in your orgatiorg of the Dept. of Computer Science and
Engineering, VNIT, Nagpur on each of the followiagpects. In the second part, please provide a
feedback regarding the curriculum.

Pl. give a feedback in the range — O(Not able t@ @i rating), 1(Fair), 2(Average), 3(Good), 4(Very
Good), and 5 (Excellent).

Thanks in advance for the time taken to fill instsurvey. Your feedback is very important for us to
improve our curriculum and teaching methodology.




Part | - Feedback regarding the students

1. Fundamentals of Mathematics and Science of theestad
2. Basics of Computer Science

3. Algorithm Design Techniques

4. Knowledge about recent tools and their usage

5. Practical skills

6. Ability to grasp new ideas

7. Ability to learn new skills

8. Willingess to Learn

9. Communication Skills

10. Working in a team

Part Il - Feedback regarding the curriculum

1. Content and Coverage

2. Adequacy of the core coureses

3. Ordering of the courses

4. Adequacy of the elective courses

5. Practical content in the curriculum
In the rest of the sheet (you may use the revedeeas well), please feel free to add any additiona
information which you may want to share with us foe improvement of both the learning of the

students and the curriculum

Feedback Form for Alumni
Feedback Form for the Department of Computer Sciere and Engineering

This feedback sheet consists of two parts.
In the first part, please provide a candid feedbeadarding the outcomes achieved by you while
studying in the Dept. of Computer Science and Egggimg, VNIT, Nagpur on each of the following
aspects. In the second part, please provide adekdbgarding the curriculum.

Pl. give a feedback in the range — O(Not able @ @i rating), 1(Fair), 2(Average), 3(Good), 4(Very
Good), and 5 (Excellent).

Thanks in advance for the time taken to fill instisurvey. Your feedback is very important for us to
improve our curriculum and teaching methodology.




10.

4.

5.

In the rest of the sheet (you may use the revedeeas well), please feel free to add any additiona
information which you may want to share with us ttee improvement of both the outcomes and the

Part | - Feedback regarding the outcomes

Fundamentals of Mathematics and Science of theestad
Basics of Computer Science

Algorithm Design Techniques

Knowledge about recent tools and their usage
Practical skills

Ability to grasp new ideas

Ability to learn new skills

Willingess to Learn

Communication Skills

Working in a team

Part Il - Feedback regarding the curriculum

Content and Coverage
Adequacy of the core coureses
Ordering of the courses
Adequacy of the elective courses

Practical content in the curriculum

curriculum.

Feedback Form for External Visitors

Feedback Form for the Department of Computer Sciere and Engineering

This feedback sheet consists of two parts.

In the first part, please provide a candid feedb@garding the students of the Dept. of Computer
Science and Engineering, VNIT, Nagpur on each efftllowing aspects. In the second part, please

provide a feedback regarding the curriculum.

PI. give a feedback in the range — O(Not able @ @i rating), 1(Fair), 2(Average), 3(Good), 4(Very
Good),

Thanks in advance for the time taken to fill instsurvey. Your feedback is very important for us to

and 5 (Excellent).

improve our curriculum and teaching methodology.

Part | - Feedback regarding the students




1. Fundamentals of Mathematics and Science of theestad
2. Basics of Computer Science

3. Algorithm Design Techniques

4. Knowledge about recent tools and their usage

5. Practical skills

6. Ability to grasp new ideas

7. Ability to learn new skills

8. Willingess to Learn

9. Communication Skills

10. Working in a team

Part Il - Feedback regarding the curriculum

1. Content and Coverage
2. Adequacy of the core coureses
3. Ordering of the courses
4. Adequacy of the elective courses
5. Practical content in the curriculum
In the rest of the sheet (you may use the revedeeas well), please feel free to add any additiona

information which you may want to share with us foe improvement of both the learning of the
students and the curriculum.

b) The frequency with which these assessment processesarried
out.

The frequency of taking the feedback is mentiortem/a.

1.4.2. Provide the evidences for the achievemenhefPEOs (15)
a) The expected level of attainment for each ofpitogram educational
objectives;

We expect a high level of attainment by oudstis for each of the
PEOs.

b) Summaries of the results of the evaluation procseasd an analysis
illustrating the extent to which each of the pragnae educational
objectives is being attained; and




We would be able to analyze this after the analgbihe feedback
forms once they are collected.

c) How the results are documented and maintained.

The feedback forms would be stored by the departfioera period
three years and the summary and the analysis woeldtored
permanently in the soft form by the department.

1.5. Indicate how the PEOs have been redefined ihé past (10)
(Articulate with rationale how the results of thealiation of PEOs have been
used to review/redefine the PEOS)

This is the first time that the PEOs have beeméefi They will be analyzed at
the end of every semester, and suitable modificatiwould be done as and
when required.




B-2 Programme Outcomes
2. Programme Outcomes (225)

2.1. Definition and Validation of Course Outcomes iad Programme Outcomes (30)

2.1.1. List the Course Outcomes(COs) and Progra@uteomes (POs) (2)
(List the course outcomes of the courses in programcurriculum and
programme outcomes of the programme under acctiedifa

Programme Outcomes (POs)

1) To obtain sound knowledge in the theory, principdesl applications of
computer systems.

2) Apply knowledge of mathematics, science, and ergging in the design
and development of software systems.

3) Configure recent software tools, apply test condsi and deploy and
manage them on computer systems.

4) Perform experiments on different software packagjéfser obtain from
external parties or developed by themselves anlysa#he experimental
results.

5) Design and develop software projects given theiecHjations and
within performance and cost constraints.

6) ldentify, formulate and solve software engineeripgoblems and
understand the software project management priesipl

7) Ability to understand the computing needs of irdeseiplinary scientific
and engineering disciplines and design and develgorithms and
techniques for achieving these.

8) Acquire and understand new knowledge, use themeteeldp software
products, and to understand the importance oblifgllearning.

9) Ability to extend the state of art in some of theas of interest and create
new knowledge.

10)Communicate effectively in oral, written and gragaiiform.

11) Work cooperatively, responsibly, creatively, aedpectfully in teams.

12)Understand professional and ethical responsikslitend analyze the
impact of computing on individuals, organizatioasd the society.

2.1.2. State how and where the POs are publisheédiaseminated (3)
(Describe in which media (e.g. websites, curridutaks) the POs are published
and how these are disseminated among stakeholders)

The POs are published on the department websita@ndiscussed with students
both formally in lectures and in informal discussavith them.

2.1.3. Indicate processes employed for defininthefPOs (5)
(Describe the process that periodically documents demonstrates that the POs
are defined in alignment with the graduate attebyirescribed by the NBA.)




The method used for defining the POs is the santbeasne used in defining of
the PEOs.

2.1.4. Indicate how the defined POs are alignedh® Graduate Attributes
prescribed by the NBA (10)

(Indicate how the POs defined for the programmeadigned with the Graduate
Attributes of NBA as articulated in accreditatiomamual.)

The following table indicates how the POs are @iyto the Graduate Attributes.
The Graduate Attributes are written on the rows #me number of a PO is
referred on each coloumn. A * mark on a cell ioaies which POs are aligned
with a particular Graduate Attribute of NBA.

Graduate Attributes Program Objectives (POs)
112|345 6| 7| 8 9 10 11 1]
Engineering O o R
Knowledge
Problem Analysis O LRl r *
Design/Developmer * o R *
of Solutions
Conduct o *
Investigations
Modern tool usac o *
The Engineer an o R * * *
Society
Environment an o o
Sustainability
Ethics A
Individual andteam * o
work
Communication o e T I e e
Project Manageme o A
and Finance
Lifelong Learning x| o*

™Y

2.1.5. Establish the correlation between the R@slae PEOs (10)

The following table indicates how the correlatictween the POs and the PEOs.
The number of a PEOs is referred on a row and tineber of a PO is referred on

a columns. A ‘H’, ‘M’, or ‘L’ mark on a cell indicees whether a PO in a columns
has ‘high’, ‘medium’, or ‘low’ correlation with theorresponding PEO on the

row. A blank cell indicates that there is no catiein between a particular PO and
the PEO.

Program

Educational Program Outcomes (POs)




Objectives
(PEOSs)
1 2 3 | 4 5 6 7 8 9 10 11 12
1 H H L L M |M |H L M
2 M |M |H H H H M |H H M | M M
3 L M | L H H H

(Explain how the defined POs of the program coteeldth the PEOS)

2.2. Attainment of Programme Outcomes (40)
2.2.1. lllustrate how course outcomes contribatdé POs (10)

(Provide the correlation between the course outsormed the programme
outcomes. The strength of the correlation may baésmdicated)

In this sub-section, we describe in detail the sesythe course contents, the pre-
requisites, the evaluation methods, books/refesenard the course outcomes.
This is done for every course defined in the cufdm.




Course Code and Title
CSL202 : Discrete Mathematics and Graph Theory

1. Course Description
The study of discrete mathematical structures sigimtegers, graphs and logic. 3
lectures (3 hrs), 1 tutorial slot (1 hr), per week.
Credit scheme - (L-T-P-C: 3-1-0-8)

2. Required Background or Pre-requisite: NONE

3. Detailed Description of the Course

Set theory, operations on sets — relation and immgt concept of infinity,
permutations and combinations, Discrete probabitigory (2 Weeks)

Continuity, partial order, equivalence relationeaRo axioms and induction.

(1 Week)
Mathematical logic, propositions, predicate lodmsmal mathematical systems,
PigeonHole principle (2 Weeks)
Lattices, Boolean Algebra (2 Weeks)

Semi groups, monodies, groups., Rings, fields, hmorphism, auto orphism
(2 Weeks)

Combinatory, generating functions, Counting theorenfl Week)
Graphs, hypergraphs, transitive closure, trees, (1 Week)

Eulerian tours, Hamiltonian cycles, Planar Grapbsnnectivity, Colourability,
Line Graphs (3 Weeks)

4. Text books and/or other required material:
Kolman,”Discrete Mathematical Structures for Congpi&cience”,

Liu C.L” Combinatorial Mathematics”, McGraw Hilldk Company

5. Course Objectives

This subject offers students an introduction tocBite Mathematics oriented
toward Computer Science and Engineering. It covers:

Fundamental concepts of mathematics: definitiomsofs, sets, functions,
relations, counting, Discrete probability theory

Discrete structures: partial orders, lattices, ggyuiBoolean algebra

Graph Theory and Introduction to Combinatory




On completion, students will be able to explain @pply the basic methods of

discrete mathematics.

Students will be able to use the methods leantasop this subject in subsequent
courses in the design and analysis of algorithieory of computation, and

compilers.

Students would be able to reason mathematicalljutabasic data types and
structures (such as numbers, sets, graphs, arg) treed in computer algorithms
and systems; distinguish rigorous definitions amctusions; synthesize proofs,

Students would be able to model and analyze cortipng processes using

analytic and combinatorial methods.

6. Class/Tutorial Schedule

Lectures : 3 1-hr lectures per week
Tutorial: One 1 hr session per week (For a batch/4 strength of the class)

7. Contribution of Course to Professional Component

Lecture: Students learn about Fundamental conaafptdiscrete mathematics, proof
techniques and discrete structures.

8. Evaluation of Students
The instructor uses the following methods: 2 sesdiexams, end-semester exam, class

test and assignments, one-on-one discussions doffing hours.

9. Relationship of Course Objectives to Program outcoes

The correlation of the COs of the course “Discid@thematics and Graph Theory” and
the POs are shown in the following table. A ‘H’, "Mor ‘L’ mark on a cell indicates

whether the COs have a ‘high’, ‘medium’, or ‘lonorcelation with the corresponding PO
on the column. A blank cell indicates that theredscorrelation between the COs to a

particular PO.

Correlation of COs of Discrete Mathematics and Grépeory

PO 1/ POZ|PO:

PO ¢

PO ¢

PO ¢

PO i

PO ¢

PO ¢

PO 1(

PO 1!

PO 1Z

L

L

H

L

M

H

L




Course Code and Title
CSL213 : Data Structures & Program Design — 1 (DBD-I)

1. Course Description
The study of basic data structures, programminigrtigeies, algorithms and structured
programming. 3 lectures, 1 practical slot (2 hpg), week. Credit scheme - (L-T-P-
C: 3-0-2-8)

2. Required Background or Pre-requisite:CSL101 : Computer Programming

3. Detailed Description of the Course

Types and operations, Iterative constructs and loepriants, Quantifiers and loops.

(2 weeks)
Structured programming and modular design, llldistea examples, Scope rules,
parameter passing mechanisms. (1 week)
Recursion, function invocations including recursiming program stack, examples.

(1 week)

Overview of arrays and array based algorithms +cbérag and sorting, Divide and
Conquer — Mergesort, Quicksort, Binary searchpobhiction to Program complexity (Big
Oh notation), Recurrence relations. 2-D arrays$parse matrices. (3 weeks)
Structures (Records) and array of structures (dsjoiDatabase implementation
using array of records. Dynamic memory allocationd ade-allocation.
Dynamically allocated single and multi-dimensioagiys.

(3 weeks)

Concept of an Abstract Data Type (ADT), Lists asaiyic structures, operations
on lists, implementation of linked list using ays and its operations.
Introduction to linked list implementation using [fseferential-
structures/pointers. Files, operations on therangies of using file.

(2 weeks)

Stack, Queues and its operations. Implementatiataaks and queues using both
array-based and pointer-based structures. Usetdifssin simulating recursive
procedures/ functions. Applications of stacks anelugs. (2 weeks)

Typical Laboratory Experiments : Based on recursion, arrays, sorting technigues.
Course project to implement a database using aafaystructures/records and
operations on this database.

4. Text books and/or other required material

The C programming language: Brian Kerninghan anchride Ritchie, PHI-EEE (or
Pearson)

How to Solve it by Computer: R. G. Dromey, Pear&dncation

Data Structures & Program Design in C : Robert Krus. L. Tondo and B. Leung PHI-
EEE.




5. Course Objectives

Appreciation and practice of structured programming

Ability to formulate the problem, devise an algbnit and transform into code

Ability to identify loop invariants and come up Wwipre/post conditions for a loop
and default values. Ability to recognize the errbysanalyzing loop invariants and
pre/post conditions, without executing the program.

Ability to analyze the complexity/efficiency of thegorithm and develop ability to
improve the same

Understanding different programming techniques amake an informed choice
amongst them

Understanding of the program/function implementafitternally by the OS, concept
of program stack etc.

Understanding and analysis of different sortingogtyms, their advantages and
disadvantages, selection of appropriate algoritsmpex the properties of given data
set

Appreciation of concept of dynamic memory allocateand its utilization, dynamic
data structures and implementation

Understanding of concept of Abstract Data Typeiamlementations.

Ability to communicate about program/algorithm eiiincy and recognize a better
solution

Class/Laboratory Schedule

Lectures : 3 1-hr lectures per week
Lab: One 2 hr session per week

Contribution of Course to Professional Component

Lecture: Students learn about developing the alymis/programs, analyze them and try to
come up with efficient ways based on techniquesitea

Lab: Students learn to implement programs usinfgmdint programming techniques and data
structures.

Evaluation of Students

The instructor uses the following methods: homeknassignments, 2 sessional exams, end-
semester exam and a course project, one-on-onesdisas during office hours, laboratory
experiments and programming assignments.

Relationship of Course Objectives to Program outcoes

The correlation of the COs of the course Data 8ires and Program design — | (DSPD-I) and
the POs are shown in the following table. A ‘H’,"Mr ‘L’ mark on a cell indicates whether

the COs have a ‘high’, ‘medium’, or ‘low’ correlat with the corresponding PO on the
columns. A blank cell indicates that there is no@ation between the COs to a particular PO.

Correlation of COs of Data Structures and Prograagsi@h (DSPD) - |

PO1

PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12

H H H M H M L M

Course Code and Title




CSP201 : Software Lab 1

. Course Description

Students will learn UNIX like operating system asadtware tools like shell scripting,
debuggers, AWK, SED, Emac etc used in the desigmajiéssional software.

Two lab hours per week. Credit scheme - (L-T-P-0:2-2)

. Required Background or Pre-requisite

. Detailed Description of the course

Introduction to Linux OS and commands (2 weeks)
Installing Linux (1 week)
Gdb and DDD (1 week)
Bash scripting (2 weeks)
Unix tool — AWK, SED, Emacs (2 weeks)
Parameter passing to C program from shell (kyvee
HTML, XML, XSD and HTML / XML parsing (2 weeks)
IDE like eclipse editing and debugging features (1 week)

. Text books and/or other required material

The UNIX Programming Environment — B. W. Kernighan
UNIX in a nutshell — O'Reilly

Classic Shell Scripting — O’Reilly

. Course Objectives
- Understand the installation of operating systems
Understand commands of UNIX and automate taskgussinpts.
Learn to use gdb and DDD
Learn to use AWK, SED and Emacs
Learn to use IDE like DevCpp, Visual Studio etcwidte large software and
debug them.

. Class Schedule

Laboratory: One 2-hour slot per week

. Contribution of Course to Professional Component

Lecture: This is a course in software tools whichkes students learn development
environments, tools and also exposes them to hbent@dll professional software
components.




Evaluation of students

Relationship of Course Objectives to Program Outcoms

Correlation of COs of Software Lab 1

The instructor uses the following methods: Assigntador each topic to be evaluated
in the lab, and final evaluation at the end.

PO1

PO2

PO

3 PO4

PO5

PO

PO8

PO9

PO10

PO11

PO12

H

H

b PO7
M

H




Course Code and Title
CSL302: Computer Organization

1. Course Description
Students will learn the concepts of computer omgtion for several engineering
computing systems. Students will develop the atdirid confidence to use the
fundamentals of computer organization as a totdténengineering of digital systems.

Three lectures per week. Credit scheme - (L-T-B-Q:0-6)

2. Required Background or Pre-requisite
ECL 209: Digital Circuits and Logic Design

3. Detailed Description of the course

- Basic Structure of Computer, Architecture Milestoneerformance Metrics

(1 week)
-ISA Level: Model, Data types, Instruction format&kel expanding opcode,
Addressing modes, instruction types, proceduresioatines, traps, interrupts etc.

(2 weeks)

- 1/0O organization: Program 1/O, Interrupt 1/0, DMAaktiware and software. Bus
timing and design like synchronous/asynchronousStandard 1/O interfaces.

(2 weeks)

- Memory system: Addressability, Big and Little endiaassignments. RAM
organization and design. ROM and its variants. €adesign, mapping and
performance of the memory hierarchy. Secondaryag®architecture.

(2 weeks)

- Computer Arithmetic: Number Representation, Additiubtraction, Fast Adders,
Multiplication and Fast Multiplication, Booths algihm, FP operations, guard bits
and truncation, IEEE 754 and implementing an FP uni

(2 weeks)
- Processing Unit: Instruction execution conceptsgtei bus and multiple bus data
paths, Hardwired control, Micro programmed control
(2 weeks)
- Assembly Language Concepts, Macros, Assembly psotiaking and loading
(1 weeks)

- Advanced Concepts like pipelining, hazards, inflkeenon instruction sets,

superscalar operation, multi-core and multi-cpuniectures
(2 weeks)

4. Text books and/or other required material

- Hamacher, Carl V. et al , Computer Organizatioh;ésdition, McGraw Hill.

- Tanenbaum A.S., Structured Computer Organizatitmedition, PHI.

- Patterson D. A., Hennessy J. L.; Computer Orgaioza& Design: The Hardware/
Software Interface, 3rd edition, Elsevier




5. Course Objectives
- Students will learn the fundamentals of computgaaization and its relevance to
classical and modern problems of computer design.
- Students will be able to identify where, when and/lenhancements of computer
performance can be accomplished.
- Students will learn the sufficient background neeeg to read more advance texts as
well as journal articles on the field.
- Student will see how to use concepts of computgartization in real-life settings
using various PC performance improvements.
- Students will also be introduced to more recentieg@ijons of computer
organization in advanced digital systems.
6. Class Schedule
Lecture: Three 1-hour lectures per week

7. Contribution of Course to Professional Component
Lecture: This is an introductory course in Compu@manization designed for
students to become familiar with the fundamentafs computer organization
techniques and their application to computing systelt provides essential tools that
are needed from engineering professionals to meassimple PC performance.

8. Evaluation of students
The instructor uses the following methods: Two &e®d exams, one end-semester
examination and assignments.

9. Relationship of Course Objectives to Program Outcoms
Correlation of COs of Computer Organization

PO1 PO2 PO3 PO4PO5 PO6 PO7 PO8 PO®PO10| PO11 PO12

H H H H M M M L




Course Code and Title
CSL214 : Data Structures & Program Design — 1l (3PD-II)

1. Course Description

The study of dynamically created data structurkes linked lists, trees, and graphs.
Study and examples of greedy and dynamic programmiethods, for shortest path
algorithm, all-pair-shortest-path, Huffman codirig.e

3 lectures, 1 practical slot (2 hrs), per week.

Credit scheme - (L-T-P-C: 3-0-2-8)

2. Required Background or Pre-requisite:CSL213 : Data Structures and Program Design - |
3. Detailed Description of the Course

Lists - Singly-linked lists, doubly linked lists dncircular linked lists. List
traversal, insertion, deletion at different posisan the linked lists, concatenation,
list-reversal etc. Mergesort for linked lists. (3 weeks)

Applications of lists in polynomial representatiomulti-precision arithmetic,
hash-tables etc. Multi linked structures and anmgta application like sparse
matrices. Implementation of priority queues. (2 weeks)

Trees , binary trees, binary trees- basic algosthmd various traversals.

(2 weeks)
Binary Search Trees (BSTs) and insertion, delebo®STs. Height-balanced
(AVL) trees, insertion/deletion and rotations. Heamd heap sort. (2 weeks)

Splay trees. Multi-way trees and external sortilgirees, Red-black trees.
Introduction to B+ trees. Tries. Applications oése trees. (2 weeks)

Generalisation of trees to graphs, representatianagersals. Dijkstra’s shortest
path algorithm, topological sort, all-pairs-shotfeaths, minimum spanning trees.
Huffman coding. Introduction to network flow probie (2 weeks)

Introduction to Skip lists, data structures forjaist set representation. (1 week)

Typical Laboratory Experiments: Applications based on Linked Lists, Trees and
Graphs.

4. Text books and/or other required material

Data Structures & Program Design in C : Robert Kr@. L. Tondo and B. Leung
PHI-EEE.

Fundamentals of Data Structures in C : E. HorqutzSahni, and S. Anderson-
Freed, University Press




The C programming language: Brian Kerninghan andnBeRitchie, PHI-EEE (or
Pearson)

5. Course Objectives

Appreciation of dynamic data structures, advantagesdisadvantages.

Ability to formulate the problem, devise an algbnit and transform into code.

Ability to identify problem requirements, constrsino be satisfied and ability to
select the best possible data structures to sdtisfgonstraints.

Ability to analyze the complexity/efficiency of thegorithm and develop ability to
improve the same

Ability to understand how a newer data structurds gdesigned as per the
requirements and constraints.

Understanding of advantages and disadvantagesffefetit data structures which
may be used to solve the same problem

Introduction to different algorithmic programmirgchniques like greedy algorithms,
dynamic programming etc. and ability to make aorimfed choice amongst them
Ability to communicate about program/algorithm/dateucture efficiency (time and
space) and recognize a better solution

6. Class/Laboratary Schedule

Lectures : 3 1-hr lectures per week
Lab: One 2 hr session per week

7. Contribution of Course to Professional Component

Lecture: Students learn about different data ainest their advantages and disadvantages,
ability to analyze them and their operations. Thearn to appreciate different algorithmic
techniques thus laying the foundation for Analysiglgorithms course.

Lab: Students learn to implement programs/projecddg different data structures and
algorithmic techniques.

Evaluation of Students

The instructor uses the following methods: homeknassignments, 2 sessional exams, end-
semester exam and course projects, one-on-onesdisnos during office hours, laboratory
experiments and programming assignments.

Relationship of Course Objectives to Program outcoes

The correlation of the COs of the course Data 8ires and Program design — Il (DSPD-II)
and the POs are shown in the following table. A, ‘B, or ‘L’ mark on a cell indicates
whether the COs have a ‘high’, ‘medium’, or ‘lonorcelation with the corresponding PO on
the columns. A blank cell indicates that theredscorrelation between the COs to a particular
PO.

Correlation of COs of Data Structured &nogram Design (DSPD) — II

PO1

PO2 POB PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PQ12

H M H M H M L M




Course Code and Title
CSL204 : Concepts in Programming Languages

1. Course Description

The course teaches the principles of proceduraperative, and object oriented
languages.

3 lectures, 1 practical slot of two hours per week.

Credit scheme - (L-T-P-C: 3-0-2-8)

2. Required Background or Pre-requisite:CSL 307 : Theory of Computation
3. Detailed Description of the Course

Definition of Programming language, Syntax, sen@ntHigh - level languages.
Implementation of high-level languages, Compilersl é&oftware interpreters.
Data elements, identifiers binding, binding timending identifiers to names,
binding of attributes, importance of binding tin@@oncept of r-value and |-value.
Effect of environment on a language. Language pgmasi (2 Week)

Data type, elementary data type, structured daie, tglements of specification
and implementation of data type. Implementationetémentary data types:
integer, real, character, Boolean and pointer. émgntation of structured data
types. Vectors & arrays, records and files.

(2 Weeks)

Type checking, type conversion and initialization. (1 Week)

Evolution of data type concept. Abstract data typecapsulation. Design and
implementation of new data types through subprogra®ubprogram definition
and activation, their implementation, parametespags generic subprograms.

(2 Weeks)

Sequence control structures used in expressions theid implementation.
Sequence control structures used between statermegteup of statements and
their implementation. Sequence control structuresdubetween subprograms,
recursive and non recursive subprogram calls. Dadrol, referring environment
dynamic and static scope, static chain implemenmatiand display
implementation. (2 Weeks)

Type definition as mechanism to create new abstialzt types, type equivalence,
type definitions with parameters. Defining new shsts data types Storage
management issues, like static and dynamic allmeasitack based allocation and
management, Heap based allocation and management.

(2 Weeks)




Syntax specification of programming languages 1 Week)

Type systems for object oriented languages (polpmem, inference, and
abstract types), object oriented programming pgradi (2 Weeks)

Misc Issues: Multiprocessing and Multiprogrammin§gcripting languages,
Interpreted languages (1 Week)

4. Text books and/or other required material:
Pratt Terence, “Programming Languages, Design mpdeimentation”, PHI

Sethi Ravi, “Programming Languages”, Addison Wesley
5. Course Objectives
To provide an overview of different programming g@igms

Improve the background for choosing appropriategmming languages for
certain classes of programming problems

Understand the implementation aspects behind diftgurogramming constructs

Be able in principle to program in an imperative (wocedural), an object-
oriented, a functional, and a logical programmimggiuage

Understand the significance of an implementatioa pfogramming language in a
compiler or interpreter

Increase the ability to learn new programming laugs

Increase the capacity to express programming cdsmcapd choose among
alternative ways to express things

Simulate useful features in languages that lackthe
Be able in principle to design a new programmingyleage

Make good use of debuggers and related tools

6. Class Schedule
Lectures : 3 1-hr lectures per week
Lab: One 2-hr session per week
7. Contribution of Course to Professional Component

Lectures: Students learn about different progrargmianguages, techniques to implement
various programming constructs and different otations they can use.




Lab: Students learn the data structures and theritdgns required for implementation of
programming languages. They also understand ttiereiiit implementation strategies, with
which they can write better and more efficient peogs.

Evaluation of Students
The instructor uses the following methods: 2 sesdiexams, end-semester exam and one-on-
one discussions during office hours.

Relationship of Course Objectives to Program outcoes
The correlation of the COs of the course ConcaptBrogramming Languages and the POs
are shown in the following table. A ‘H’, ‘M’, or ‘Lmark on a cell indicates whether the COs

have a ‘high’, ‘medium’, or ‘low’ correlation witlthe corresponding PO on the column. A
blank cell indicates that there is no correlatietween the COs to a particular PO.

Correlation of COs of Concepts in Programming Laugs

PO 1 PO 2 PO3 PO4 PO 5 PO 6 PRO 8| PO9 PO 10 PO | PO

H| L L H L L L M L




Course Code and Title

CSL 307: Theory of Computation

1. Course Description

This course involves study of various modelscomputation such as finite automata,
pushdown automata and Turing Machine. It also lirem study of various grammars such
regular grammar, context-free grammar and unréstrigrammar. Theory of undesirability is
also studied in the course. 3 lectures per week.

Credit scheme - (L-T-P-C: 3-0-0-6)

2. Required Background or Pre-requisite: Nil

3. Detailed Description of the Course

Introduction, design of DFA, concept of NFA, AliEo DFA conversion, (5 weeks)
concept ofe-NFA, e-NFA to DFA conversion, regular expressions,ufegexpression
to DFA conversion, DFA to regular expression @msion, minimization of DFA,
pumping lemma, properties of regular sets, deeialgorithms for regular languages
Design of context free grammar, ambiguity, readoof useless symbols, (4 weeks)
removal of e productions, removal of unit productions, Chomskormal form,
Greibagh normal form, design of pushdown autonrdgterministic and nondeterministic
PDA, CFG to PDA and PDA to CFG conversion, prtiperof context free languages

Turing Machine model, TM variations, recursivedaecursively (3 weeks)
enumerable sets, Chomsky hierarchy
Countable and uncountable sets (1 week)

Concept of undesirability, reduction, showing usickility of problems (2 weeks)
Post correspondence problem

4. Text books and/or other required material

John C. Martin, Introduction to Languages and THeedry of Computation, Tata
McGraw-Hill Publishing Co. Ltd., Third Edition

J.E. Hopcroft, Rajeev Motwani, Jeffrey D. Ullmamtrbduction to Automata Theory,
Languages, and Computation Second Edition.

Michael Sipser, Theory of Computation, Cengagehiag

5. Course Objectives

Ability to model computation.

Understand the limitations of each model of corapan.

To know the applicability of model of computatiandifferent problems.

Develop analytical thinking and intuition for preloh solving situations in related areas of
theory of computation.

To know the limitations of computation, i.e. theatvability of problems.




Class Schedule
Lectures : 3 1-hr lectures per week
Contribution of Course to Professional Component

Students learn various models of computation arit timitations. They know application of
these models. They know limitation of computation.

Evaluation of Students

The students are evaluated through 2 sessionalsxam-semester examination.
Relationship of Course Objectives to Program outcoes

The coorelation of the COs of the course Analy§i&lgorithms and the POs are shown in the
following table. A ‘H’, ‘M’, or ‘L’ mark on a cellindicates whether the COs have a ‘high’,

‘medium’, or ‘low’ correlation with the correspomdj PO on the column. A blank cell
indicates that there is no correlation betweer(Bs to a particular PO.

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PORO1l PO12
H H M H L




Course Code and Title
CSL312: Operating Systems

1. Course Description
The study of basic techniques in the design aneldpment of Operating Systems
and understanding solutions of the fundamental Iprob in operating systems like
process synchronization, memory management, ddadiatection, input-output
management, etc.
Three lectures per week. Credit scheme - (L-T-B-Q:0-6)

2. Required Background or Pre-requisite
CSL 302: Computer Organization

3. Detailed Description of the course

Introduction to OS concepts, evolution, OS struesuand system calls

(1 week)
File System: FS concepts, FS implementation, Lirfkse space management,
LFS, JFS, VFS, Backups, FS consistency and perfocena (2 weeks)
I/0: Hardware and software for 1/0, methods, sterauctures, stable storage etc.

(1 week)
Memory management: Introduction, Paging, segmeamatombined schemes

(1 week)
Virtual memory, page replacement, thrashing, staaged algorithms, allocating
kernel memory (2 weeks)
Process introduction, CPU scheduling, Threads 1 week)
Process synchronization concepts, Bernstein’s @ondj algorithmic solutions:
Peterson etc, hardware solutions (1 week)
Bakery algorithm, Burn’s algorithm, semaphores 1 week)
Classical problems: PC problem, Readers-Writerblpro, Dining Philosophers
problem, Sleepy barber (1 week)
Monitors and solutions to classical problems wéek)
Deadlock Characterization, detection, avoidanaswvery etc. (1 week)
System Protection and security (1 week)

4. Text books and/or other required material
Silberchatz & Galvin, "Operating Systems Conceptgiley
Tanenbaum, "Modern Operating Systems", PHI

5. Course Objectives
- Understand the structure and design issues of tipgsystems.
Learn about and understand theoretical conceptpagtamming constructs used
for the operation of modern operating systems.
Understand concepts of OS management domains likeegs, memory, file
systems, storage etc.
Familiarity with operating systems like Unix.
Gain practical experience with software tools az#é in modern operating
systems such as semaphores, system calls, sookktisraads.




6. Class Schedule
Lecture: Three 1-hour lectures per week

7. Contribution of Course to Professional Component
Lecture: Students learn about the design and dewedat of operating systems. They
will be able to understand the various algorithnsgdiin implementing operating
systems and can analyze different algorithms feir implementation.

8. Evaluation of students
The instructor uses the following methods: Two &e®d exams, one end-semester
examination and assignments.

9. Relationship of Course Objectives to Program Outcoms

Correlation of COs of Operating Systems
PO1 PO 2 PO3PO PO5 PO 6 PO 7 PO 8 PO9 PO10 POPO
4 1 12

H H H H M M M L




Course Code and Title

CSL 313:Analysis of Algorithms

1. Course Description
Study of the techniques for analysis of algorithrBsudy of the design technique for
algorithms such as divide-and-conquer, greedy nagttignamic programming, backtracking
and branch-and-bound, randomized algorithms, Stddlye theory of -completeness. (3
lectures per week)
Credit scheme {L-T-P-C: 3-0-0-6)

2. Required Background or Pre-requisite: Data Structures and Program Design, Probability
theory, Mathematics.

3. Detailed Description of the Course

Asymptotic Notations-Big-Oh, Big-omega and Big-thebtations (1week)
Recurrence relations —Substitution method (Bksk
Recursion tree methodMaster Method

Analysis of Algorithms-Best case, Worst case andrAge case (1 week)
Sorting algorithms-selection sort, bubble sonisertion sort, (2 weeks)

andHeap sort, Lower bound on sorting algorithms
Divide-and-conquer-skeleton of the technique, tyirsgarch, quick sort,

merge sort (1 week)

Greedy method-basic technique, minimum spannirestrall point shortest paths
(1 week)

Counting sort, problems and applications of theesanadix sort (1 week)

Dynamic Programming-basic fundamentals of the teghe application to string edit
distance problem, longest common subsequence pnobiavelling salesman

problem (2 weeks)
Backtracking-basic fundamentals of the technigpglieation to -queens problem,
graph coloring problem (1 week)

Branch-and-bound-description of the techniquesittation through suitable
Examples like travelling salesman problem, jobgssient problem

(1 week)
Randomized algorithms and their analysis randomigeck sort, analysis of bucket
sort. (1 week)
Theory of -completeness- Definition of the terms -hard and -
complete, showing -completeness of a problem wéRks)

4. Text books and/or other required material

Thomas H. Cormen et alntroduction to AlgorithmsPHI, Second Edition.

E. Horowitz, S. Sahni, S. Rajasekardfyndamentals of Computer Algorithms
University Press, Second Edition.

Gilles Brassard and Paul Bratleifundamentals of AlgorithmicsPHI, Original
Edition.




5. Course Objectives

Appreciate the need for analysis of algorithms.

How to analyze the best-case, average-case andbtisécase running times of
algorithms using asymptotic analysis.

Know the standard design techniques of algorithmaskaow the conditions in which
each particular technique is to be applied.

Design efficient algorithms for problems encounderecommon engineering design
situations.

Know the limitations on the time complexity ofatithms i.e. the theory of
Complete problems.

6. Class Schedule
Lectures: 3 1-hr lectures per week
7. Contribution of Course to Professional Component

Students learn techniques for design of algorithfiney also learn to apply these techniques
to various problems. They also learn how to areatize algorithms.

8. Evaluation of Students

The students are evaluated through 2 sessional sxane assignment and end-semester
examination.

9. Relationship of Course Objectives to Program outcoes

The co-relation of the COs of the course Analys$iglgorithms and the POs are shown in the
following table. A ‘H’, ‘M’, or ‘L’ mark on a cellindicates whether the COs have a ‘high’,
‘medium’, or ‘low’ correlation with the correspomdj PO on the column.A blank cell indicates
that there is no correlation between the CO torgodar PO.

PO1 PO2 PO3 PO4 POS5 PO 6 PO 7 PO 8 PO 9 POHO 11 PO 12
H H H L




Course Code and Title
CSL303 : Introduction to Object Oriented Methodology (IOOM)

1. Course Description

The study of object oriented paradigms and apptinat different design
methodologies and tools.

3 lectures, 1 practical slot (2 hrs), per week.
Credit scheme - (L-T-P-C: 3-0-2-8)

2. Required Background or Pre-requisite:CSL214: Data Structures and Program Design - ||
3. Detailed Description of the Course

Object Oriented Programming, Features of objecterweid programming
languages like data encapsulation, inheritanceynpmiphism and late binding.
(3 weeks)

Concept of a class, Access control of members dfss, instantiating a class,
static and non-static members, overloading a method (2 weeks)

Deriving a class from another class, access confratembers under derivation,
different ways of class derivation, overriding of method, run time
polymorphism. (2 weeks)

Concept of an abstract class. Concept of an aterf Implementation of an interface.
(Bek)

Exception and exception handling mechanisms. Std@xception handling mechanisms
in object-oriented languages (1 week)

Introduction to streams, use of stream classesrial@ation and de-serialization of
objects. (1 week)

Templates, Implementation of data structures likleed lists, stacks, queues, trees,
graphs, hash table etc. using object oriented progring languages.
(2 weeks)

Introduction to concept of refactoring, modelingheiques like UML, Design patterns.
(2 weeks)

Typical Laboratory Experiments : Applications using on different object oriented
concepts.

4. Text books and/or other required material
- Bjane Strostrup, “The C++ programming language”diddn-Wesley
Herbert Shildt, “C++: The Complete Reference”, Etition
Arnold Ken, Gosling J, “The Java Programming LangriaAddison Wesley
Matt Weisfeld, “The Object-Oriented Thought Pro¢gB®arson




Cox Brad, “Object —Oriented Programming: An Evalatiry Approach”, Addison —
Wesley

5. Course Objectives

Appreciation and understanding of object orientelcepts and their utility.

Ability to formulate the problem, come up with obj@riented design

Practicing use of different features of Object @téel Methodology like templates,
exception handling, reflection etc.

Study and use of design tools like UML, designgratt etc.

Study different systems and apply different desmgathodologies based on the
problem specification and objectives

6. Class/Laboratory Schedule

Lectures : 3 1-hr lectures per week
Lab: One 2 hr session per week

7. Contribution of Course to Professional Component

Lecture: Students learn about different aspectshigct-oriented design. They learn different
mechanisms to achieve the design catering to teeifgmtion and requirements. Students
develop the ability to analyze different designstheir utility.

Lab: Students learn to implement programs/projeatsng different object oriented
methodologies.

8. Evaluation of Students
The instructor uses the following methods: homeknassignments, 2 sessional exams, end-
semester exam and course projects, one-on-onesdisnos during office hours, laboratory
experiments and programming assignments.

9. Relationship of Course Objectives to Program outcoes

The coorelation of the COs of the course Introductto Object Oriented Methodology
(IOOM) and the POs are shown in the following tatfe'H’, ‘M’, or ‘L’ mark on a cell
indicates whether the COs have a ‘high’, ‘mediumot, ‘low’ correlation with the
corresponding PO on the coloumn. A blank cell icadiés that there is no correlation between
the COs to a particular PO.

Correlation of COs of Introduction to Object Gried Methodology (I0OM)

PO1 | PO2| PO3| PO4 POF POG6 PO7 PO8 PO9 POCID11| PO12
H H H M H M M H M M M L




Course Code and Title
CSP314: Software Lab 2

1. Course Description
Students will learn advanced software tools likellskcripting, profilers, debuggers
etc used in the design of professional software.
Two lab hours per week. Credit scheme - (L-T-P-0:2-2)

2. Required Background or Pre-requisite

CSP 310: Software Lab 1

3. Detailed Description of the course

Advanced UNIX commands, Makefiles (1 week)
Bash scripting (1 week)
Versioning systems CVS/SVN (1 week)
Profilers (1 week)
Perl/Ruby (2 weeks)
Installing Linux, Apache, Mysq| (1 week)
IDE like eclipse editing and debugging features 1 week)
OS related exercises like fork, synchronizationititweading etc. (2 weeks)
Mini project like garbage collector, interrupt héerd (1 week)

4. Text books and/or other required material
- UNIX in a nutshell — O'Reilly
Classic Shell Scripting — O'Reilly
Introducing Perl — O'Reilly
The Ruby Programming Language — O'Reilly

5. Course Objectives
- Understand the installation of operating systenet) gerver and databases and their
configuration.
Understand advanced commands of UNIX and autoraakes wising scripts.
Understand software versioning and maintenance.
Understand programming languages like Perl and Ruby
Learn to use IDE like Visual Studio, Eclipse etcwirite large software and debug them.
Learn to implement and use OS features like fémledads, mutex etc.
Build a mini project using the overall conceptstheal in the lab.

6. Class Schedule

Laboratory: One 2-hour slot per week




7. Contribution of Course to Professional Component
Lecture: This is an advanced course in softwardstadich makes students learn
development environments, tools and also exposas tio build small professional
software components.

8. Evaluation of students
The instructor uses the following methods: Assigntador each topic to be evaluated
in the lab, and one mini project at the end.

9. Relationship of Course Objectives to Program Outcoms
Correlation of COs of Software Lab 2

PO 1 PO 2 PO 3 PO 4 PO 5 PO 6 PO 7 PO 8 PO 9 PO RPD 11 PO12
H L H H H H M H M H L




Course Code and Title
CSL306 : System Programming (SP)

1. Course Description

The basic objective is to know the machine/systeamhardware or at system
programmer level. It covers design issues of aJbmsystem software. Students must
be able to write small goal oriented system pnograt the end of the course.

3 lectures per week and 2 hour laboratory workwessk

Credit scheme - (L-T-P-C: 3-0-2-8)

2. Required Background or Pre-requisite: CSL301 : Microprocessor Based System
3. Detailed Description of the Course

Introduction of Pentium Machine Architecture, Adssiag modes, Instruction coding,
various instruction. (04 weeks)

Assembler- Concept of assembler, design of sipgts and two pass assembler, forward
reference, design of output file of assembler. (01 week)

MacroProcessor- concept of macro, macro call witlmacro, macro definition within
macro, recursive macro calls, design of macro gsme (01 week)

Linker and Loader Concept of static and dynamic relocation, extesgebols, design of
linker, design of object file for different loadirsghemes. (02 week)

Common Object file format - Structure of objectefiand executable file, section or
segment headers, symbol table, concept of storiags, cstring various, data types line
insert, character, arrays structures. (01 week)

System utilities- Source code control system, make, link editomtsylic debugger,
pattern matching language like awk. (02 week)

Device Drivers- Device programming, system drivers, non systemedsiwirtual drivers,
Incorporation of driver routines, Basic device drivoperation, character and block
drivers. (03 week)

Lexical Analysis- Role of lexical analyzer, recognition of tokenspltfor study of lex.
(Oke&k)

4. Text books and/or other required material
- The Intel Microprocessors- Barry Bray: Eight Editjd®>earson Publication
Assembly and Assemblers - Gorsline , G.W, Pearsdnti¢ation
Unix programming Environment- Kerningham and Pikeearson Publication
Writing Unix device devices- Easan ., Janet, Thethdeixeria, Wiley publication
Unix Device Drivers — . Pajari George: , Pearsohliation




5. Course Objectives

To understand the basic machine structure.

Able to understand any microprocessors working,g@nmming, addressing
modes, machine conversions etc.

To know the importance of system programming.
To study the working of different system programs
Able to design the procedures for different syspeograms.

Able to design own system programs in future.

6. Class Schedule
Lectures : 3 1-hr lectures per week
7. Contribution of Course to Professional Component

Lecture: Students learn about working of processdesign and procedures for different
system programs, use of some of the importantisystaity for code development.
Practical : They experience the actual designiagssof different system programs.

8. Evaluation of Students
The instructor uses the following methods: 2 sesdiexams, end-semester exam, class test to
evaluate theory part while in laboratory, programgnassignments are given and continuous
evaluation is performed.

9. Relationship of Course Objectives to Program outcoes

The correlation of the COs of the course Artifidiatelligence and the POs are shown
in the following table. A ‘H’, ‘M’, or ‘L’ mark ona cell indicates whether the COs
have a ‘high’, ‘medium’, or ‘low’ correlation witithe corresponding PO on the
columns. A blank cell indicates that there is neoreation between the COs to a
particular PO.

Correlation of COs of System Programming

PO1[PO2[PO3] PO4| PO5] PO6[ PO74 PO8 POl PJ10 PH11 2PO1
H [H H H H H M L M




Course Code and Title
CSL305: Computer Graphics

1. Course Description

Study of display devices, various graphics packagestor and raster graphics,
graphics hardware, user interface issues — 2D osktetaphors and for 3D
interaction devices, coverage of modelling inclgdMiURB curves and surfaces, solid
modelling, human colour-vision system and variocoi®ar description system, etc.

3 lectures per week. Credit scheme - (L-T-P-0:(6)
2. Required Background or Pre-requisite:No pre-requisite
3. Detailed Description of the Course

Introduction — Image processing as picture anaglysitvantages of interactive graphics,
uses of computer graphics and classification ofliegion, conceptual framework for
interactive graphicsDisplay devices (color monitors), Input devices (5®,
keyboard, joystick, touch screen, trackball), Ottgavices (LCD panels, laser
printers, color printers. Plotters etc.), Interfaridevices such as, video I/O, TV
interface etc. (1 weeks)

Graphics hardware — Display technology sush-aCRT display devices, Types of
CRT devices like DVST (Direct View Storage Tubexll@raphic or Random
Scan display system, Refresh and raster scan dispsdem and their architecture.
Understand various frame buffers, Study LCD antddénel display devices.

(2 weeks)

Some 2D concepts - 2D transformation and Matrioesd¢aling, rotation, transformation,

reflection and shearing. Homogeneous coordinatesyscomposite transformation, Co-

ordinate system, window and viewport. Transformmatié parallel and intersecting lines.
(2 weeks)

Sessional — |
3 Dimention Matrix representation, 3D viewing — Jeations — parallel and perspective,
The mathematics of Planer Geometric Projectionspldmenting Planer Geometric

Projections, Coordinate Systems, Normalizing tramsétion matrix. (2 week)

Drawing 2 D primitives — Scan converting lines,dls, Ellipse, polygon filling, clipping
lines and polygon. (2 week)

Curve representation — Parametric Cubic Curves,arReatric Bicubic Surface,
mathematical representation of B-splines curvesBemiers Curves. (1 week)




Sessional -l

Visible surface Detection — Techniques for effi¢ieisible surface algorithms, Algorithms
for visible-line determination, the z-buffer algiwin, List-priority algorithm, Scan-line
algorithm, area sub-division algorithm. (3 weelk weeks)
Achromatic and colored light — Chromatic colour,lé&@s models for raster graphics,
reproducing colors, using colours in Computer Giegph (1 week)
Solid Modeling — Representing solids, RegularizedolBan set operations, Sweep
representation, Boundary representations, Conateusolid geometry. (1 week)

End Sem Exam

Text books and/or other required material
Computer Graphics; Principles and practice; 2nd ad€; J. Foley, A. Van Dam,
Feiner and Hughes; Addison Wesley, 1997.
Mathematical elements for Computer Graphics; 2rmd;dd. F. Rogers and J. A.
Adams; McGraw-Hill International. Edn., 1990.
Computer Graphics - C version; D. Hearn and M. &keB; Pearson Education,
2004.

Computer Graphics using OpenGL; 2nd edn.; F. $.Jdil Pearson Education,
2003.

Procedural Elements for Computer Graphics; 2nd HanE. Rogers, Tata
McGraw-Hill, 2002

4. Course Objectives

Ability to understand various graphics packagesiésstand display,
manipulation and storage of pictures and experiaiatata for proper
visualization using a computer.
Understand internal design of display devices I®RT EGA/CGA/VGA/SVGA
monitors, flat panal and plasma displays. Studfyarhe buffers
Understand what are 2D transformation and matri8Bsgraphics and viewing
w.r.t. 2D screen co-ordinate systems.
Study of scan converting line, circle, ellipse,ygan filling and clipping.
Understand RGB, HSV and CMY colour space

Understand curve and surface representation, hiddeface detection
model.

5. Class Schedule
Lectures : 3 1-hr lectures per week
6. Contribution of Course to Professional Component

Students learn about raster graphics package®r rgsdphic features, basic raster graphics
algorithms for drawing 2D primitives. They get dledgsion about Geometrical transformation,
viewing in 3D including various projections. Stutkefearn very well about representing curves
and surfaces, Solid modelling and Achromatic andored light. Also visible surface
determination. Some introductory part of Image rpalation and storage.




7. Evaluation of Students

The instructor uses the following methods: 2 sesdiexams, end-semester exam, assignments

on some numerical problems.

8. Relationship of Course Objectives to Program outcoes

Correlation of COs of Topics in Embedded Systems
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Course Code & Title
CSL403 : Database Management System

1. Course Description:

The course is introduced to teach concepts of DBMfich is regarded as backbone in
application software. The basic concepts like databdesign, performing basic operations,
performance and tuning, implementation of ACID pmdjes are important from industry

perspective.
Credit scheme - (L-T-P-C: 3-2-0-8)

2. Required Background or Pre-requisite:Data structure and algorithm, operating
systems

3. Expanded course description :

Introduction:DBMS, Challenges, Progress and Newaades (week 1)
SQL: Basic operations, : Set operations, IN ,EXIST&rtesian Product,joins (week 1)
SQL: Aggregate, With clause,inlineviews, Analytigaleries, Rollup,

CUBE,scaler subqueries (week 1)
SQL:DML statements,Multitable DML, Integrity Conaints, Views (week 1)
Relational Database Design: ER diagram (vigek
Relational Database Design: Functional Dependancy (week 1)
Relational Database Design: Normal forms eglvl)

Relational Database Design: Multivalued Dependa@oycept of Database

triggers and Assertions (week 1)
Anatomy of DBMS,process,memory and disk structure (week 1)
ACID properties (week 1)
Concurrency control and Isolation level (wae
Logical and Physical storage (week 1)
Query optimization (week 1)
Security and auditing (week 1)

4. Text books and/or other required material

Database System Concefigth Edition. Avi Silberschatz - Henry Rorth - S.
Sudarshan. McGraw-Hill ISBN 0-07-352332-1

Fundamentals of Database SystétisEdition. Textbook authors: Shamkant
B. Navathg Ramez Elmasri Addison-Wesley ISBN: 9780321369574
Oracle 11g Concepts guide

Oracle 11g Administration Guide

Oracle 11g Performance and Tuning




Lab Experiments:

Basic SQL queries

Advanced SQL queries

Implementation of stored procedures and databaggeis

ER diagram and translation of ER diagram into Ddtesnents
Implementation of index structure like B or B+ tree

Query optimization.

5. Course Obijective:
Upon successful completion of this course, eaattestishould be able to

Understand how to perform basic operations with CBBM

Understand advance concepts like analytical funsti®@OLLUP and CUBES, multitable
DML operations.

Understand database design process using ER diagradmormalization.

Understand validation framework like integrity ctramts, triggers and assertions.
Understand ACID properties and their implementation

Understand concurrency control mechanism using b@ded protocols and timestamp
based protocols.

Understand various storage structures and quemyization.

6. Class and Lab Schedule

Lecture : Three per week(60min each)
Lab: One per week(120min)

7. Contribution of Course to Professional Componen

Lecture: Student learn about SQL, database design congefermance and tuning, backup
and recovery, concurrency control

Lab: Student learn about writing basic queries, advaneries, constructing ER diagram,
translation of ER diagram and query optimizatiomg®©RACLE RDBMS and various tools.

8. Evaluation of students:
The instructor evaluates outcomes using the follgwnethods:

Assignments

Midterm exams

Quizzes

Laboratory assignments

The student grades are decided based on the falipfactors:

Assignment




Midterm exam
Final exam

Lab viva

9. Relationship of Course Objectives to Program ogbmes

The correlation of the COs of the course Databasedgement Systems and the POs
are shown in the following table. A ‘H’, ‘M’, or ‘Lmark on a cell indicates whether the
COs have a ‘high’, ‘medium’, or ‘low’ correlationitl the corresponding PO on the
coloumn. A blank cell indicates that there is narelation between the COs to a
particular PO.

Correlation of COs of Database Management Systems

PO1 PO2 | PO3| PO4 POS§ PO6 POV PG8 POS9 AO @011 PO 12
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Course Code and Title
CSL404 : Language Processor

1. Course Description

The study of basics of compiler construction, pagsintermediate code generation
and code optimization.

3 lectures, 1 practical slot (2 hrs), per week.

Credit scheme - (L-T-P-C: 3-0-2-8)

2. Required Background or Pre-requisite:CSL 307 : Theory of Computation
3. Detailed Description of the Course

Introduction to compilers, compilers and translatophases and passes of a
typical compiler , Dealing with ambiguity of theagnmar. (1 Week)

Syntax specification of programming languages, @esdf top-down parser,
Recursive Decent and Predictive parsing, LL(1) ipars (2 Weeks)

Bottom up parsing technique, Operator PrecedensgalLR parsing algorithm,
Design of SLR, LALR, CLR parsers. 2 Weeks)

Study of syntax directed definitions and syntaxedied translation schemes.
Using syntax directed translation schemes for tatios of expressions, controls
structures, declarations, procedure calls. Wéeks)

Storage allocation and run time storage admiristra symbol table
management, Error detection and recovery, erroovesy in LR parsing, error
recovery in LL parsing, Automatic error recoveryACC (1 Week)

Introduction to Important code optimization techreg, loop optimization, control
flow analysis, data flow analysis, setting up détav equations to compute
reaching definitions, available expressions, Livariables for doing constant
folding, code hoisting (3Weeks)

Problems in code generation, simple code genecaide generation from DAG,
Peephole optimization (2 Weeks)

Typical Laboratory Experiments: Based on usage of Lex and Yacc. Recognizing a
language, translating a language, generating irteiate code.

4. Text books and/or other required material:
Principles and practice of compiler writing : Alfgethi, Ullman, Addison Wesley

Crafting a compiler : Fischer and LeBlanc, Addisgasley
Principles of Compiler Design : Aho A. V., UllmarD] Narosa Publishing House.




5. Course Objectives

To inform students about different parsing techefgu techniques to generate
intermediate code and different optimization tegoes.

The student should be able to analyze issues agsdcwith the implementation of
higher-level programming languages.

This course introduces students how a compilesskaées the higher level language into
machine language.

Students should know in detail algorithms used rieatting a correct and optimized
translation.

Students should be able to build a working compifeheir own.

The students will also appreciate the need of stdedable error reports, accurate and
reliable object code, and strict adherence to itrgussandards.

Understanding of compiler optimization techniquesuld enable students to write
reasonably efficient programs.

6. Class/Laboratory Schedule

Lectures : 3 1-hr lectures per week
Lab: One 2-hr session per week

7. Contribution of Course to Professional Component

Lecture: Students learn about different parsingnegies, techniques to generate intermediate
code and different optimization techniques.

Lab: Students learn to implement techniques usegbiking compilers.

8. Evaluation of Students
The instructor uses the following methods: 2 sesdiexams, end-semester exam and several
lab projects, one-on-one discussions during ofiicers.

9. Relationship of Course Objectives to Program outcoes
The correlation of the COs of the course Languaged3sors and the POs are shown in the
following table. A ‘H’, ‘M’, or ‘L’ mark on a cellindicates whether the COs have a ‘high’,

‘medium’, or ‘low’ correlation with the correspomdj PO on the column. A blank cell
indicates that there is no correlation betweer(®s to a particular PO.

Correlation of COs of Language Processors

PO1 | PO2| PO3| PO4 POf PO6 PO7 PO8 PD9 PCPID11| PO 12
H H H M L H L M




Course Code and Title
CSL313: Computer Network

1. Course Description

Study of TCP/IP and ISO OSI network layers in detaiudy of LAN, WAN, MAN
and VLAN configuration. Types of cables with theipecifications, MAC layer
protocols, multiplexing concepts in networking, ketc switched network, routing
algorithms, ATM network, satellite communicatiofRv#l, IP address, study of IP,
TCP, UDP, DHCP, DNS, SNMP, SMTP, FTP, protocolsiltiMasting, Broadcasting,
Subnet, Superrnet. Introduction to network secusgye.

3 lectures per week. Credit scheme - (L-T-P-0:238)
2. Required Background or Pre-requisite: Signals and Systems
3. Detailed Description of the Course

Fundamentals of computer networking - classificatels LAN, WAN etc -
topologies and their characteristics - packet dwiig - virtual circuits and
datagram’s - unicast, multicast and broadcasterky architecture, protocols and
services - types of services - OSI model, prinsiplayers and functions - TCP/IP
model and comparison.

Review of signal and system analysis - relationvben rise time and bandwidth,
analog and digital transmission - transmission locencept, impedance and
reflections - optical fibers, sources and detectarailtimode and single mode -
point-to-point links - digital radio at VHF/UHF -ndalation methods: PCM, DM,
ADM etc - leased lines, E1 lines - RZ and NRZ vemsi of various types of
formats - ASK, PSK, FSK, QPSK etc - phone line modeand speeds -
introduction to spread spectrum techniques.

Sessional — |

Multiple access protocols — Pure and slotted aldhpersistance, p-persistence
and non-persistence protocol, CSMA, CSMA/CD, CSMA/@rotocols, FDM,
TDM, ATDM and CDMA (Code division multiple access).

Data link layer design issues - framing, serviegsyr control and flow control -
CRC and FEC codes - protocols: stop and wait, gibselective repeat - simple
analysis of protocols - PPP and HDLC case studies

Medium access protocols - ALOHA, slotted ALOHA, ar sense protocols -
CSMA-CD - token passing - IEEE 802 standards: EtbeB02.2, 802.3 frame
formats, protocols, and performance and hardwatalsle introduction to 802.4,
802.5 and 802.11 - FDDI - introductions to networ&nagement and SNMP.




Sessional -l

Network layer — virtual circuit and datagram, IRotocol, routing algorithms,
routing in the internet, congestion control andeinetworking, IP address
classes, IPv4 and Ipv6 as case studies.

Transport layer - design issues, connection estabient and release, timer
management, multiplexing, flow control, TCP and UB4¥case studies, network
performance measurement and optimization.

Application layer — Study of FTP, Telnet, SMTP, SRM

Security — Principles of Cryptography, Authentioati Integrity, keys — public &
private.

End Sem Exam
4. Text books and/or other required material

Jim Kurose, Keith Ross “Computer Networking : A T-dpown approach
Featuring the Internet” "2edition. Addision-Wesley, July 2002

William Stalling “Data and Computer Communicatici® edition, Prentice Hall
Behrouz A Forouzan “Data Communications and NetwgrkThe McGraw-Hill
Companies.

Larry L. Peterson and Bruce S Davie “Computer Neks@ system approach™5
edition Elsevier.

Andrew Tanenbaum “ Computer network$” ddition PHI

5. Course Objectives

Understand TCP/IP and ISO OSI network layer.

Study of various layers functions. Understand LAWAN, MAN and VLAN.
Understand practically working of L2 switch, L3 se¥i and Routers and their
functionality.

Practically understand the working of hubs/switétmgers and security.
Can evaluate performance of various MAC layer poko

Ability to write program using socket programming.

Ability to implement protocol for two systems arat 1 group of systems.
Performance evaluation of protocols for AdHoc netso

Performance evaluation of EPABX, ISDN system andR/O

Evaluation of protocol on QualNet software.

6. Class Schedule

Lectures : 3 1-hr lectures per week
1 2-hr practical per week




7. Contribution of Course to Professional Component

Students learn about various protocols functiomingarious layers — theory as well as practical.
IP addressing at network layers, Routing in LAN &nternet. Data link layer protocols.
Medium access control protocols with performancealwation. TCP and UDP study.
Introduction to Security issues. Physical layerides, their specification and performance
evaluation. Ad-hoc network protocol performance leation in practical. Practically study
working of Hubs, Switches- L2, L3 and routers. dical study of tunnelling in IP network.
Experimental study of EPABX and IPPBX working. Exipgents on wireless LANS.

8. Evaluation of Students

The instructor uses the following methods: 2 sesdiexams, end-semester exam, assignments
and practical evaluation —Il and Il .

9. Relationship of Course Objectives to Program outcoes

Correlation of COs of Topics in Embedded Systems

PO1[PO2[PO3] PO4| PO5] PO6[ PO74 PO8 POl PJ10 PH11 2PO1
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Course Code and Title
CSL408 : Topics in Embedded Systems

1. Course Description

The design of Embedded Hardware like Microcontrslle AD and DA converter,
timers, interrupts and DMA controllers, FPGA etbeTstudy of fundamental issues in
real time operating systems like timing constrairgsl time task scheduling, handling
resource sharing, critical section, deadlocks, teaé communication over packet
switched network, etc.

3 lectures per week. Credit scheme - (L-T-P-0:(6)

2. Required Background or Pre-requisite: CSL312 : Operating Systems, Computer
Architecture Organization, Computer Netwoks.

3. Detailed Description of the Course

Embedded System Overview — Design challenges -ntig design metrics, Processor
technology, IC Technology, Design Technology, Senglrpose, general purpose, and
application specific processors, Interfacing 1Gspdr ICs, Interrupt controllers, etc.

(3 weeks)
Introduction — Real Time Systems, applications edldtime systems, a basic model of
real time systems, Characteristics of real timeesys, Safety-reliability issues, types of
real time tasks, timing constraints, modeling tighgonstraints. (2 weeks)

Sessional - |

Real-Time Task Scheduling — Types of real-time $aakd their characteristics, task
scheduling, clock-driven scheduling, hybrid schedslevent driven schedulers, EDF and
RMA algorithms and various examples. Issues relaiddthose algorithms. (3 weeks)

Handling resource sharing and dependencies amaigime tasks - Resource sharing
among real time task, priority inversion (Pl), tgpef priority inversion, priority
inheritance protocol (PIP), Highest locker proto@élLP), priority ceiling protocol (PCP),
handling task dependencies (2 weeks)
Sessional -II

Scheduling real-time tasks in multiprocessor arstributed systems — Multiprocessor
task allocation, dynamic allocation of task, faolerant scheduling of tasks, clocks in
distributed real-time systems, centralized andibisted clock synchronization.

(3 weeks)
Commercial real time operating systems — Time sesyi Features of a real-time
operating system, Unix as a RTOS, Windows as a RTOS (2 weeks)

Real-time communication — Applications requiringaR€&ime Communication, Basic

networking concepts, Real-time communications inN,ASoft and Hard real time

communication in LAN, Bounded access protocols-tiea¢ communication over packet

switched network, Routing, resource reservationqua. (3 weeks)
End Sem Exam




4. Text books and/or other required material

Rajib Mall, “Real-Time Systems” Theory and Practice
Alan C. Shaw, Real-Time Systems and Software, WR2EQ1.
Philip Laplante, Real-Time Systems Design and Asial\2nd Edition, Prentice Hall of

India.

5. Course Objectives

Ability to understand and design embedded hardwdrallenges in designing and

implementing real rime systems.

Understand real time task scheduliresource sharing and dependencies among real-

time tasks

Ability to make choices from among available emteiiardware and OS for any

specific real time systems.

Ability to present different design decisions mafle real time system
implementations, and their experimental evaluation.

6. Class Schedule

Lectures : 3 1-hr lectures per week

7. Contribution of Course to Professional Component

Students learn about the design and developmemeadftime systems. They are able to
understand the various primitives used in implermegnteal time systems related to hardware
and software and can analyze different algorithongHeir implementation.

8. Evaluation of Students

The instructor uses the following methods: 2 sesdioexams, end-semester exam,

assignments on some interesting problems.

9. Relationship of Course Objectives to Program outcoes

Correlation of COs of Topics in Embedded Systems
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Course Code and Title
CSL412 : Artificial Intelligence (Al)

1. Course Description

The study of basic techniques in Al like searcmstraint satisfaction, game playing,
logic — propositional and first order, planningdamcertainty.
3 lectures per week. Credit scheme - (L-T-FB3-0:0-6)

2. Required Background or Pre-requisite:CSL313 : Analysis of Algorithms
3. Detailed Description of the Course
Introduction to Al, Agents and Environment Types. (1 week)

Uninformed Search strategies — BFS, DFS, UnifornstGearch, Iterative Deepening
Search, Bidirectional Search.

(1 week)
Informed/Heuristic Search strategies — A*, Progsrtdf A*, RBFS, Memory Bounded
A*, Heuristic Functions, Local Search, Online Séarc (2 weeks)

Constraint Satisfaction Problems — MRV and LCV lstigs, forward checking,
constraint propagation, intelligent backtrackingplgem decomposition, local search for

solving CSPs (1 week)
Game Playing — Minimax search, alpha-beta pruréngjuation functions, games
with chance, expectiminax. (1 week)

Logical Agents - Introduction to Propositional LogEntailment, Inference using
truth table enumeration, Theorem Proving and prodflidity, Satisfiability,
Resolution, Conversion to CNF, Example of Resofytidorn Clauses, Forward
and Backward chaining, DPLL algorithm, Local Sea@hSatisfiability.

(3 weeks)

First Order Logic, Querying in FOL, Inference in EOSemi-decidability,
Generalized Modus Ponens, Unification, Indexing ffficient unification,
Forward Chaining, Backward Chaining, Introductian Rrolog, Resolution in
FOL, Conversion to CNF, Resolution for non-defini@d definite clauses,
theorem provers (2 weeks)

Planning, STRIPS, ADL, Forward and Backward seduarh planning, Partial
Ordered Planning, Planning graphs and using themhéaristics, Graph Plan,
SAT Plan. (2
weeks)

Uncertainty — Utility Maximization, Probability b&s, conditional probability,
joint distribution table, reasoning using full jbidistribution table, Independence,
Baye’s rule, Conditional independence, Bayesianwigts, Construction of
Bayesian Networks, Exact Inference, Approximateedafice — Rejection
Sampling, likelihood weighting, MCMC (2 weeks)

4. Text books and/or other required material
Atrtificial Intelligence a Modern Approach : Russeld Norvig , Pearson Education
Artificial Intelligence — A Practical Approach : ®erson , Tata McGraw Hill




5. Course Objectives
- Appreciation of fundamental problems in artificiadelligence (Al).

Ability to generate precise formulation(s) of Alogblems in terms of knowledge
representation and search from imprecise Englishrgeion(s).
Ability to design intelligent agents for problemhdng, reasoning, planning, and decision
making.
Ability to make intelligent choices from among dahie algorithms and knowledge
representation schemes subject to specific desidiparformance constraints.
Ability to implement and evaluate intelligent agefur representative Al problems — e.g.,
constraint satisfaction, automated theorem proeig,
Familiarity with some current applications of Al.
Ability to communicate effectively about Al problamalgorithms, implementations, and
their experimental evaluation.

6. Class Schedule
Lectures: 3 1-hr lectures per week
7. Contribution of Course to Professional Component

Lecture: Students learn about developing the alyos/techniques for solving artificial
intelligence problems. They are able to analyzedifferent solution techniques and try to
implement efficient methods.

8. Evaluation of Students
The instructor uses the following methods: 2 sesdiexams, end-semester exam, a course
project, and programming assignments.

9. Relationship of Course Objectives to Program outcoes

The coorelation of the COs of the course Artifidiadelligence and the POs are
shown in the following table. A ‘H’, ‘M’, or ‘L’ mak on a cell indicates whether
the COs have a ‘high’, ‘medium’, or ‘low’ correlati with the corresponding PO
on the coloumn. A blank cell indicates that theseno correlation between the
COs to a particular PO.

Correlation of COs of Atrtificial Intelligence

PO1| PO2| PO3| PO4| PO5 PO 6 PO 7 PO 8 PO|9 PO10 PO11 2PO1
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Course Code and Title
CSL522 : Advances in Compiler Construction

1. Course Description

The study of construction of compilers and compilptimizations based on data flow
analysis and parallelizing compilers.

Credit scheme - (L-T-P-C: 3-0-2-8)
2. Required Background or Pre-requisite:Basic Compilers course in B.tech.
3. Detailed Description of the Course

Review of compiler fundamentals — lexical analygarsing, semantic analysis
and intermediate code generation, error recoveny,time storage management,
code generation. wekks)

Code optimization — Peephole optimization, contilolw analysis, data flow
analysis, dependence analysis, redundancy elimmatioop optimization,
procedural and inter procedural optimization, instion scheduling.

(3 weeks)

Compiling for High performance architectures, Coalingi for scalar pipeline,
compiling for vector pipeline, superscalar and WL processors, compiling for
multiple issue processors, compiling for memoryrdmehy. Parallelization and
Vectorization, Dependence and dependence testing.

(3 weeks)

Loop Normalization, Induction variable Exposure, hBncing Fine Grained
Parallelism, Loop Interchange, Scalar ExpansiorgleéBcand Array Renaming,
Node splitting, Index-set splitting, Loop skewing

(4 weeks)

Typical Laboratory Experiments: Assignments based on techniques covered.
4. Text books and/or other required material

Optimizing Compiler for Modern Architecture: A demence based approach ,
Randy Allen, Kennedy

Advanced Compiler Design and implementation : Ste&eMuchnick

Engineering & Compiler : Keith D. Cooper & Lind@itzon: Morgan Kaufmann

5. Course Objectives

Appreciation of parsing and code generation teaksq

Understanding of optimizations problems and issdesa flow analysis framework and
mathematical modelling




Appreciation of role of machine specific issuescompiler construction, the choice of
instructions, the availability of registers etc.

Ability to combine different optimization technigsi¢o achieve the overall objective of
program efficiency

Appreciation of optimization techniques for multibpessor machines and parallelizing
optimization schemes

Class/Laboratary Schedule

Lectures : 3 1-hr lectures per week
Lab: One 2 hr session per week

Contribution of Course to Professional Component

Lecture: Students learn about different compiletimogation techniques, the role of processor
architecture and applications of optimization teghas.

Lab: Students learn to implement different techa&to construct a compiler.

Evaluation of Students

The instructor uses the following methods: homeknassignments, 2 sessional exams, end-
semester exam and course project, one-on-one disngsduring office hours, laboratory
experiments and programming assignments.

Relationship of Course Objectives to Program outcoes

The coorelation of the COs of the course Advanngsdmpiler Construction and the POs are
shown in the following table. A ‘H’, ‘M’, or ‘L’ mak on a cell indicates whether the COs

have a ‘high’, ‘medium’, or ‘low’ correlation wittthe corresponding PO on the coloumn. A
blank cell inidicates that there is no correlati@iween the COs to a particular PO.

Correlation of COs of Advances in CorapiConstruction

POI1|POZz|POZ| PO4 | POE PO ¢ PO PO ¢ PO ¢ PO1( | PO1. | PO 1L
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Course Code and Title
CSL436 :Information Retrieval

1. Course Description

The study of basic Information Retrieval techniquizsta structures and algorithms in
Information retrieval

3 lectures (1 hour each) per week

Credit scheme - (L-T-P-C: 3-0-0-6)

2. Required Background or Pre-requisite: CSL 213:Data Structures and Program
Design | and Data Structures and Program Design Il

3. Detailed Description of the Course

Boolean retrieval (1 week)
the term vocabulary and postings lists, (1kyee
Dictionaries and tolerant retrieval, (1 week)
Introduction to index-construction and index-congsien (1 week)
Scoring, term weighting and the vector space model (2 weeks)
Computing scores in a complete search system, &h@tuin information

retrieval, Introduction to Relevance feedback anerg expansion (2 weeks)
Probabilistic information retrieval, review of bagirobability theory, the probability
ranking principle, the binary independence model (2 weeks)

Language models for information retrieval, Languagelelling versus other approaches
to IR, Text classification and Naive Bayes, Bayeditwork approaches to IR.

(2 weeks)
Vector space classification, Support vector macharal machine learning on documents,
FI at clustering, Hierarchical clustering, Matrigmbmposition and latent semantic
indexing. (2 weeks)
Introduction to Web search basics, Web crawlingiaddxes, Link analysis (1 weeks)

Typical Assignments : Based on techniques studied, implementation hafse
techniques, study of research papers.

4. Text books and/or other required material
Text Books

An Introduction to Information Retrieval: ChristaghD. Manning, PrabhakarRaghavan,
HinrichSchiitze, Cambridge University Press, Cangaid&ngland, 2009

Information Retrieval: Implementing and evaluatsgarch engines: Stefan Bittcher,
Charles L. A. Clarke, Gordon V. Cormack, MIT Prea310




Reference Books
Information Retrieval: Algorithms and HeuristicDavid A. Grossman, OphirFrieder,
Springer.
Information Retrieval: Data Structures and Algamthby Frakes, Pearson.

5. Course Objectives

Understanding the basics of Information retrieikd What is a corpus, what is precision
and recall of an IR system

Understanding the data structures like Invertedchsl used in Information retrieval
systems

Understanding the basics of web search

Understanding the different techniques for compoesof an index including the
dictionary and its posting list

Understanding the different components of an Infdiom retrieval system

Developing the ability of develop a complete IRteys from scratch

6. Class/Laboratory Schedule
Lectures : 3 1-hr lectures per week
7. Contribution of Course to Professional Component

Lecture: Students learn about developing the vari@spects of a complete
Information Retrieval System

8. Evaluation of Students
The instructor uses the following methods: homekwassignments, 2 sessional
exams, end-semester exam and Study of researchspapienplementations of learnt
techniques in Information retrieval, one-on-onecdssions during office hours,
internal evaluation test.

9. Relationship of Course Objectives to Program outcoes

The correlation of the COs of the course InfornrafRetrieval and the POs are shown
in the following table. A ‘H’, ‘M’, or ‘L’ mark ona cell indicates whether the COs
have a ‘high’, ‘medium’, or ‘low’ correlation witlthe corresponding PO on the
coloumn. A blank cell indicates that there is narelation between the COs to a
particular PO.

Correlation of COs of Information Retrieval Course

PO1 PO2 [ PO3 PO4| PO5| POGl POY POB PO9 PQHRO11 PO12
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Course Code and Title
CSL407 : Data Mining and Warehousingbmw)

1. Course Description
Concept of Data mining and warehousing, applicatitm real life examples. The
study of data warehousing and various data mirootst
3 lectures per week. Credit scheme - (L-T-F3-0:0-6)

2. Required Background or Pre-requisite:CSL403 : Database Management Systems

3. Detailed Description of the Course

Introduction to Data Mining and warehousing, réalet applications, scope of mining and

warehousing for various applications. (1 week)
Data warehousing- Various schema, three-tier achite, design issues,
multidimensional model. (2eke
Data warehouse development life cycle, Data warshamalysis, CUBE,

ROLL UP and STAR queries. (2 week)

Data Warehouse DesigrMassive de-normalisation, STAR schema design a batre
house Architecture, OLAP, ROLAP and MOLAP , consepitFact and dimension table

(2 week)

Space Management in Data warehouse - Schemagforgstlata in warehouse using
different storage structures, B-tree index, hadiexny clusters, Bitmap index functional

index, domain index, Data partitions. (3 week)
Performance and TuningQuery optimization, memory management, process
management. I/o management for Data warehouse. (2 week)
Data Mining Tools - Association Rules , A priorigdlrithms, Fp-trees
Algorithms,Constraints and solution. (1 week)
Cluster Analysis — Paradigms , DBSCAN , Clustepgtgms. (1 week)
Mining Tools - Decision Trees and applications. (1 week)

4. Text books and/or other required material

Data mining - Concepts & Techniques, Jiawei Han, Micheline Kambdorgan
Kaufmann ,2 Ed.2006.

Oracle 8i Data Warehousing Michale Corey, Michale Abbey, Tata McGraw Hill
Fundamentals of Database Systemblavathe and Elmasry, Addison Wesley, 2000
Data Mining, Arun Pujari Orient Longman, 2003

5. Course Objectives

Identify the scope and necessity of Data Mining &fdhousing for the society.

Describe the designing of Data Warehousing soitltan be able to solve the root
problems.

To understand various tools of Data Mining andrtteithniques to solve the real time
problems.




To develop ability to design various algorithmsdzhen data mining tools.
To develop further interest in research and desigrew Data Mining

techniques.

6. Class Schedule
Lectures : 3 1-hr lectures per week
7. Contribution of Course to Professional Component

Lecture: Students should know about design isstidata warehousing, learn various mining
tools, able to identify the real time problems atdke to design solution using various mining
tools, further take the R&D interest and try to riiute some new methods to the area.

8. Evaluation of Students
The instructor uses the following methods: 2 sesdiexams, end-semester exam, class test,
some real time problems as programming assignments.

9. Relationship of Course Objectives to Program outcoes

The correlation of the COs of the course Artifidiatelligence and the POs are shown
in the following table. A ‘H’, ‘M’, or ‘L’ mark ona cell indicates whether the COs
have a ‘high’, ‘medium’, or ‘low’ correlation witithe corresponding PO on the
column. A blank cell indicates that there is norefation between the COs to a
particular PO.

Correlation of COs of Data mining & Warehousing

PO1| PO2| PO3| PO4| PO5 PO 6 PO 7 PO 8 PO|9 PO10 PO11 2PO1
H H L H H H M H L L H




Course Code and Title
CSL409 : Topics in Distributed Systems
1. Course Description

The study of basic techniques in the design aneldpment of Distributed Systems
and understanding solutions of the fundamentallprob in distributed systems like
mutual exclusion, deadlock detection, terminatiartedtion, leader election, fault
tolerance, etc.

3 lectures per week. Credit scheme - (L-T-RB-0:0-6)

2. Required Background or Pre-requisite:CSL312 : Operating Systems
3. Detailed Description of the Course

Introduction and motivation to Distributed SystentSharacteristics, Applications,

Challenges, Architecture types, Fundamental models. (2 weeks)
Inter-process and inter-node communication usingk&s — connection oriented and
connection-less, Remote Procedure Calls, Remothdddhvocation (1 week)
Distributed File System Design and Implementatidase Studies of NFS, Andrew File
Systems, HDFS, Distributed Resource Management. (1 week)
Clock Synchronization Techniques, Network Time Becot, Logical Clocks, Vector
Clocks. (1 week)

Causally Ordered Broadcast and Unicast, Terminddietection — Ring based and
Dijkstra Scholten algorithms, Leader Election —drbased, Frankin’s algorithm
and Bully Algorithm (2 weeks)

Distributed Mutual Exclusion — Token based algantgh— Lamport’s, Ricart-
Agarwala, Maekawa’s algorithms, Non Token basedoAtgms — Suzuki
Kasami, Raymond’s algorithms, comparison of différ@gorithms. (2 weeks)

Distributed Deadlock Detection, Resource and Comoation Deadlocks —
Centralized technique, Distributed technique - edbasing and path pushing
algorithms, Hierarchical technique, Recovery froeeDlocks. (1 week)

Fault Tolerance, Handling Crash faults —Two phaeenroit protocol, Non-
blocking three phase commit protocol, Birman-Jos&f@mic Broadcast Protocol,
Voting techniques for fault tolerance, static vgtidynamic voting. (2 weeks)

Recovery — forward and backward recovery, undo-reds, write-ahead log
protocol, Coordinated and Uncoordinated Checkpagnéind Recovery algos

(1 week)
Agreement protocols — Lamport Shostak Pease Algaritising Oral Messages,
Agreement using Signed Messages (1 week)

4. Text books and/or other required material

Singhal and Shivratri, “Advanced concepts in Opegbystems”, McGraw Hill
Coulouris, “Distributed Systems”, AWL Press. Pear&alucation
Tanenbaum, “Modern Operating Systems”, PHI




5. Course Objectives

Appreciation of the fundamentals, advantages, drallenges in designing and
implementing distributed systems.

Appreciation of the differences in the handlingisgues like mutual exclusion,
deadlock detection, fault handling, etc. in a caited system and a distributed
system.

Ability to write distributed programs using socke®?C/RMI, etc.

Ability to make intelligent choices from among dahie algorithms and

techniques for the design of distributed systenigesn to specific design and
performance constraints.

Ability to communicate effectively about differemiesign decisions made for
distributed system implementations, and their erpental evaluation.

6. Class Schedule
Lectures : 3 1-hr lectures per week

7. Contribution of Course to Professional Component
Lecture: Students learn about the design and dewednt of distributed systems. They are
able to understand the various primitives usedriplémenting distributed systems and can
analyze different algorithms for their implemengati

8. Evaluation of Students
The instructor uses the following methods: 2 sesdiexams, end-semester exam, a course
project, and programming assignments.

9. Relationship of Course Objectives to Program outcoes

Correlation of COs of Topics in Distributed Systems

PO1[PO2[PO3] PO4| PO5] PO6] PO7 PO8 POl9 PJ10 PH11 2PO1
H [H H H H M M L L




2.2.2. Explain how modes of delivery of courselphe attainment of the POs
(10)

(Describe the different course delivery methodsleso (e.0. lecture
interspersed  with  discussion, asynchronous moftleinteraction, group
discussion, project etc.) used to deliver the acmuend justify the effectiveness of
these methods for the attainment of the POs. Tlaig be further justified using
the indirect assessment methods such as coursaserays.)

The main delivery method for the courses is lectuterspersed with
discussion. This helps in the obtaining a souncestdnding of the course
fundamentals, design and implementation issues, etc

In some courses, the design and experimentatioessare also discussed
in the form of specific programs and the simulatorser which the
experimentation is carried out. The students ame t#xposed to different
tools for implementation and experimentation.

Many courses have programming assignments/ cougecps, in which
the students are expected to build small realisyistems and perform
experiments on them. Through this, students goutirtothe entire
software engineering lifecycle and understand tlesigh and the
integration issues in building a complete system.

Some courses, require the students to write a spagder and make a
presentation on a specific engineering problemigdesechnique. The
communication skills of the students are sharpeledto this.

In many fundamental courses, a stress is giverherapplication of the
algorithms taught in the courses in solving speaingineering problems
from different disciplines. With this, the studeat® able to abstract out a
problem definition by discussion on interdisciplipa topics and
understand the modelling and adaptation of teclesgior solution of
these problems.

There are some courses where the students are lgiesviedge about the
social, professional, and ethical issues so thay thre able to better
integrate when they join an industry.

In the seventh and the eighth semester, the stutent to work in a team
on a project in a team to build a substantiallgéasystem or to come up
with a new algorithmic technique to address a $pegroblem. This gives
them the ability to gather and understand new kadgé, extended the
existing techniques, build an entire system. Moeepthey understand the
importance of working cooperatively and responsiblieams.

2.2.3. Indicate how assessment tools used to asisesgnpact of delivery of
course/course content contribute towardse tattainment of course
outcomes/programme outcomes (10)

(Describe different types of course assessment emaduation methods (both
direct and indirect) in practice and their relevatmwvards the attainment of POs.)

The direct assessment methods are the following.




wnN

Two sessional exams and one end-semester examh(atecmainly pen and
paper). The knowledge, application and presentaidlis are assessed using
these.

A few courses have class tests in addition to these

A few courses have assignments which might eitleersalving a problem
using pen and paper, preparing a report, or wrisnwall programs. These
assess whether a student is able to apply the kuigellearnt for different
kinds of problems, make a judicious choice of tkehhiques learnt for
implementation and also the writing skills.

A few courses have a course project. The coursggirtypically involves
building a complete system. In this, a studenttbatesign the system, make a
proper choice of the techniques to be used, imphkeriee system, and fine-
tunes the system after performing experimentatibhese help in the
achievement of POs 1, 2, 3, 4, 5, and 6.

The final year project has two evaluations — oni@tend of the odd semester
and the other at the end of the even semesten thigeodd semester, a group
of students working on a project, prepare a pastevhich they describe the
problem on which they would be working. They prasexisting work on
them and discuss their approach. At the end oétem semester, the students
make a formal presentation explaining their entierk. They also give a
demonstration of the system or the technique wthiely have developed. This
is done in the presence of an external examineo, iwiypically people from
the industry or academia having about 10 yearsxpémence. This helps in
the achievement of POs 1, 2, 4, 8, 9, 10, and 11.

The indirect assessment methods are the following.

1.

At the end of the second year, many industries céon¢he campus for
recruitment as interns for the students. They conhduwritten test and an
interview of the students. After this, the facutiiscusses with the industry
colleagues regarding the progress of the students.

. The students participate and also organise diftgpesgramming contests in

which they try to solve problems available in catief or the previous ACM
ICPC contests.

At the start of the final year, the students undexgitten tests and interviews
for campus placements. The faculty interacts withihdustry colleagues and
also with the students regarding the kind of qoestiposed so that the PEOs
and the POs of the courses can be refined further.

2.2.4. Indicate the extent to which the laboratand project course work are

contributing towards attainment of the POs (10)

(Justify the balance between theory and practimatte attainment of the POs .
Justify how the various project works (a sampl@@¥ best and average projects
from total projects) carried as part of the progmancurriculum contribute
towards the attainment of the POs.)

Since Computer Science and Engineering is highlgctoral oriented, the
laboratory and project course work contribute higtdwards attainment of the




POs. The students are encouraged to build comglgttems using different
programming languages and other existing toolsndyshese, they gain the
experience of the entire software engineering yifé

2.3. Evaluation of the attainment of the ProgrammeDutcomes (125)
2.3.1. Describe assessment tools and processegarsgssessing the attainment
of each PO (25)

Describe the assessment process that periodiaatlyndents and demonstrates the
degree to which the Programme Outcomes are attained

Include information on: (50)

a) A listing and description of the assessment ggses used to gather the data
upon which the evaluation of each the programmeatittnal objective is based.
Examples of data collection processes may inclhdeare not limited to, specific
exam questions, student portfolios, internally deped assessment exams, senior
project presentations, nationally-normed exams,| @eams, focus groups,
industrial advisory committee;

The description of the assessment process is nmetivith each course. The
guestion papers of the examinations, the interoatse projects, assignments, etc.
will be made available by the individual faculty evteach the courses.

b) The frequency with which these assessment pseseme carried out.

The assessment processes for the attainment ofdfmoQutcomes are described
in detail in 2.2.3. Their frequency is also menédrin 2.2.3.

2.3.2. Indicate results of evaluation of each PQ (5
c) The expected level of attainment for each ofpftegram outcomes;

The individual teachers would explain the leveatihinment of the POs.

d) Summaries of the results of the evaluation ees and an analysis illustrating
the extent to which each of the programme outcanesittained; and

At the end of the semester, the department facoiget to discuss the
performance of the students in all the courses. e Tuestion papers, the
assignments, laboratory programming exercisesaetcdiscussed. Representative
answers, term papers, programs of students arasdisd in order to understand
whether the course outcomes of the courses statedcaieved by the students.
Based on these, for each course, quantitative sreses is done for each course
objective. Since, the course objectives are aligmitial the POs, the attainment of
the POs is also attained by this quantitative nreasu

e) How the results are documented and maintained.




Every faculty member keeps a record of all the erations conducted for the
last three years. At the end of the end-semestamimation, the results are
uploaded on the institute server for result prejiama

2.4. Use of evaluation results towards improvemenmf the programme (30)

2.4.1. Indicate how the results of evaluation Usedurricular improvements (5)
(Articulate with rationale the curricular improvents brought in after the review
of the attainment of the POs)

The results of the evaluations would be discussetpartmental meetings so that
the curriculum of the courses and the labs wouldnfggroved. This has always

been done by the department in the past. Afteoeotilgh discussion among the
faculty of the department, the curriculum is disadin detail in the meeting of

the Board of Studies, in which there are membeaym fthe external world both

academia and the industry. After a consensus igwih, the curriculum of the

courses and the schemes are updated and a recoatioarid sent to the Senate
for approval.

2.4.2. Indicate how results of evaluation usedrgrrovement of course delivery
and assessment (10)

(Articulate with rationale the curricular delivegnd assessment improvements

brought in after the review of the attainment @& BOs)

The following improvements were brought in afteremiew of the attainment
of the POs.

1. More assignments were given informally and the estisl were encouraged
to solve those. Some of the assignments were iffiotine of developing a
piece of software. Some credit was given to thegassents.

2. Due to student feedback, most of the course métsr@@vered through the
chalk and blackboard method instead of using théd L&ojector and
slides.

2.4.3. State the process used for revising/remgfithe POs (15)
(Articulate with rationale how the results of theakiation of the POs have been
used to review/redefine the POs in line with thadbiate Attributes of the NBA.)

The POs have been defined for the first time by Dlepartment. However, the
broad guidelines as specified by NBA were alreadlyeaed to by the department
and its faculty member even before preparatiom®fSAR.

This outcome based process has been introducegidaisfor the first time. The
results of future surveys and assessments willdeeidented in due course and
utilised for revision of PO’s.




3 Programme Curriculum (125)
3.1. Curriculum (20)

Course
Code

MAL 205

ECL 2xx
EEL 2xx

CSL 202

CSL 213
CSP224
ECL 2xx
CSL 22:
MAL 206
CSL 214
CSL 20«
CSL 223
CSL 22:
EEL 2xx
ECL2xx
CSL 307
CSL 312
CSL 313
CSL 303
CSP 314
CSL 306
CSL 304
CSL 305
CSL 315
CSL 316
CSL 308
CSL 317
HUL 301
CSD 401
CSP438
CSL 408
CSL 412
CSL522
CSL517
CSL436
CSL523

ECL4xx

CSD 402
CSL 406
CSL 407

CSL 410
CSL 409
CSL 43

B-3 Programme Curriculum

3.1.1. Describe the Structure of the Curriculuin (5

Course title

Numerical
Theory
Digital Circuits and Logic Desic
Electrical Sciences

Discrete Mathematics and Graph
Theory

Analysis

Data Structures and Program Design |

Software-Lab-I
Analog Circuits (Elective)
Computer Organization
Linear Algebra and Applications

Data Structures and Program Design I
Concepts in Programming Languages

Microprocessor-based Systems
Computer Organization
Control Systems (Elective)
Signals and Systems (Elective)
Theory of Computation
Operating Systems
Analysis of Algorithms
Introduction to OO Methodology
Software Lab Il
System Programming
Neurofuzzy Techniques (Elective)
Computer Graphics (Elective)
Database Management Systems
Language Processors
Software Engineering
Computer Networks
Technical Communication
Project Phase |
Software Lab — llI

Total number of contact hours
Lecture Tutorial Practicaf

L M (P)

and Probability3 0 0

3 0 0
3 0 0

3 1 0

3 0 2
0
3
3
3

3 0
3 0

w
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Topics in Embedded Systems (Elective) 3 0 0

Artificial Intelligence (Elective)
Advances in Compilers (Elective)
Pattern Recognition (Elective)
Information Retrieval (Elective)
Advanced Computer
(Elective)

Digital Signal Processing (Elective)
Project Phase I

Network Security (Elective)

3 0 2

S CENY

3 0
3 0
3 0

Architecturd 0 0

3
0 0
3

O o

Data Mining and Data Warehousirg) 0 0

(Elective)
Topics in Graph Theory (Elective)

Topics in Distributed Systems (Elective) 3 0
Software Project Management (Elect

TOTAL

3 0 0

3 0
104 2

w o o

# : Seminars, project work may be considered astiped

3.1.2. Give the Prerequisite flow chart of cour&®s

Total
Hours
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(Draw the schematic of the prerequisites of theseaiin the curriculum)

In section 2.2.1 of the SAR, for each course, tieerpquisites, the syllabus, and
other details are mentioned.

3.1.3. Justify how the programme curriculum segssfthe program specific

criteria (10)

(Justify how the programme curriculum satisfies firegram specific criteria

specified by the American professional societidsviant to the programme under
accreditation)

The course outcomes of every course and their mgppi the POs are listed in
section 2.2.1 of the SAR. This provides the jusdifion for the above.

3.2. State the components of the curriculum and therelevance to the POs and the
PEOs (15)

Programme curriculum grouping based on differemgonents

Course Curriculum Total Total POs PEOs
Component  Content (% o number of number of
total numbe contact credits

of credits ol hours
the program)

Mathematics 13% 21 42 1,2,7,11 1,2,4,5

Sciences 25% 40 80 1, 2,7, 10, 2, 5, 6
11 7

Computing 2.5% 5 8 1,2,3,4 2,3

Humanities 4% 6 12 10,11,12 6,7

Professional 55.5% 116 178 All All

core

3.3. State core engineering subjects and therelevance to Programme

Outcomes including design experience (10)

(Describe how the core engineering subjects irctireéculum are giving the learning
experience with the complex engineering problerd) (

In Section 2.2.1, all the courses of the prograncl@ding the electives), their
curricula, their objectives, evaluation methods, ate listed.

3.4. Industry interaction/internship (10)

(Give the details of industry involvement in thegramme such as industry-attached
laboratories and partial delivery of courses anerivship opportunities for students)

1. The department has a project sponsored by IBM, witich a cloud computing
laboratory would be set up.




2. Some of the courses e.g. Introduction to Objece@ed Methodology, System
Programming, Introduction to Programming using Cjcrgprocessors, and
Enterprise Resource Planning have been deliveredlbgagues from the industry.

3. Every year many industries, e.g. M/s Office Boxtegss, M/s Vaultize Inc., come
directly to the Department for internship opporties for the students. On an
average, about 10 students are able to avail stt@ropportunities through this
method.

4. The Training and Placement Department regularly aomies internship
opportunities for the third year students. Typigathe companies who come for
recruitment, also provide a few internship posgion

5. In addition to this, many students approach difieradustries and are able to get
an internship position.

3.5. Curriculum Development (15)

3.5.1. State the process for designing the prograicurriculum (5)
(Describe the process that periodically documems aemonstrates how the
programme curriculum is evolved considering the RP&@d the POs)

The program curriculum is first discussed in faguiheetings to evaluate the
attainments of the POs and the PEOs. Then, theeglunm is discussed in detail in the
Board of Studies (BOS) meeting for any modificatioRinally, the recommendation
of the BOS is placed before the Senate for approval

3.5.2. lllustrate the measures and processes oseaprove courses and curriculum

(10)

(Articulate the process involved in identifying thequirements for improvements in

courses and curriculum and provides the evidenceootinuous improvement of

courses and curriculum)
The results of the evaluations would be discussetépartmental meetings so that
the curriculum of the courses and the labs wouldniggroved. This has always
been done by the department in the past. Afteoeotilgh discussion among the
faculty of the department, the curriculum is disadin detail in the meeting of
the Board of Studies, in which there are membesfthe external world both
academia and the industry. After a consensus igwih, the curriculum of the
courses and the schemes are updated and a recoatioarid sent to the Senate
for approval.

3.6. Course Syllabi (5)

(Include, in appendix, a syllabus for each coursedu Syllabi format should be
consistent and shouldn’t exceed two pages.)
The syllabi format may include:
- Department, course number, and title of course
Designation as a required or elective course
Pre-requisites
Contact hours and type of course (lecture, tutoseninar, project etc.,.)
Course Assessment methods(both continuous and reesl assessment)
Course outcomes
Topics covered
Text books, and/or reference material

All these details are given in Section 2.2.1 of ##eR.




B-4 Students’ Performance
4. Students’ Performance (75)

Admission intake in the programme

CAY | CAYml CAYmMZ, CAYmM3

ltem
Sanctioned in take strength in the program Nje ( 92 92 92 92
Total number of admitted students in first yeanus 92 91 89 91
Number of students migrated to
other
Number of admitted students NA NA NA NA
in2ndyearinthesamebatch via lateral erdB)
Total number oidmitted studentis theprogram me 92 91 89 91
(N1+N2)
4.1. Success Rate (20)
Provide data for the past seven batabestudents
Year of entry | Number ol Number of studentwho have successfully
(inreverse | Students admitte completed
H S
chronological |In 17 year +
order admitted  vig 1slyeqr 2nd Year| 3rd Year 4th Yeaf
lateral entry in %
year (N1+N2)
CAY 92 - - - -
CAYmM1 91 81out of - - -
102
CAYm2 89 82 out of | 77 out of - -
98 94
CAYm3 91 68 out of | 60 out of | 70 out of -
104 10C 10C
CAYM4(LYG) 81 65 out of | 48 outof | 58 outof | 59 out of
89 86 86 83
CAYmM5(LYGm 70 53 outof | 58 outof | 68 outof | 61 out of
1) 77 80 80 79
CAYmM6(LYGm 60 45 outof | 41 outof | 53 outof | 53 out of
2) 71 69 67 66

Note: N1+N2 is added with DASA students

“successfully completed implies zero backlogs
Success rate= 20xmeanofsuccessindex(Sl)for pas batches

SI= (Number of students who graduated fr o m the @nogne in the stipulated




period of course duration)/(Number of students dihaiiin the first year of that

batch and admitted iM"@year via lateragntry)

Item LYG LYGml LYGm2
(CAYm4) (CAYm5) (CAYm6)
Number of students admitted in the @sponding 81 70 6C
First Year + admitted via lateral entry in2ndyear
Number of students who hageaduatedn 59 61 53
the stipulated period
Success indés)) 0.73 0.87 0.88
Averadtli=.0.83Success rate =20xAvergfje.16.53
4.2.Academic Performance (20)
Academic Performance = 2 * API
Where API = Academic Performance Index= Mean of Glative Grade Point Average of all
successful Students on a 10 point CGPA System
OR = Mean of the percentage of marks of all successfdents / 10
ltem LYG LYGm1 LYGm2
(CAYmA4) (CAYm5)| (CAYmS)
Approximating the API by the following mid-point alysis
9 < Number of students with CGPA < 10.0 2 8 2
8 < Number of students with CGPA < 9.0 8 11 9
7<=8 25 24 24
6<=7 14 21 12
5<=6 1 9 1
7 2
Total 66 73 59
Approximating API by Mid-CGPA 45€ 535.t 419.t
Mean of CGPA/Percentage of all the students (API) 6.9 7. 7.11
3

Av. AP| = Academic Performance = 2 x Av. APl = 1&.2

4.3  Placement and Higher Studies (20)

Assessment Points = 20 x (x + JgBl

where, x= Number of studentdaced




y =Number of stuts admitted for higher studies with valid quatiy

scorasks, and

NeTotal number ofstudentsvho wereadmittedin the batch including lateral
entry sbjectto maximum assessment poir2€=

Jobs as petherecord ofplacemenbffice(x1)

Item LYG LYGm1 LYGm2
Number of admitted 81 70 60

Students corresponding LYG including lateral entryy)
Number of students who obtained 48/5¢ 58/7( 51/5¢

Number of students who foundmployment
otherwise at the end of the final yed)

X=x1 +x2 -- -- --

Number of students who opted - -- --
For higher studies with valid
qualifying scores/ ranks (y)

Assessmenfgint® - - ~

Average assessmeauints= --

4.4 Professional Activities (15)

4.4.1 Professional Societies / Chapters and orgaimg engineering events

Student ACM chapter is active for more than lageéars.
Students regularly arrange for programming comipest webinars, guest lectures

a. 4 department-level online programming competitiarranged during

b. For last 3 years, IBM webinars’ telecast organizgdgtudents.
c. Lecture by Prof. Ramesh Jain on “Social Networkhpgplications”

1.
2.
and student workshops.
July13- November’13.
organized in 2012.
3.

Students involved with organizing technology ewKtS that is inter-university
technology festival. This includes programming cetfitns organized by Computer
Science students.

4.4.2 Organization of Paper Contest, design contegtc and achievements

4.4.3 Publication of technical magazines, newsletteetc

4.4.4. Entrepreneurship initiative, product designsand innovations

4.4.5 Publication and awards in inter-institute evats by students of the program of study




4 papers and 1 poster in international conferences
0 4 Papers in International Conferences
“Technology Enabled Assessment Environment Teclyyoltnabled
Assessment Environment” at International Conferemcdechnology for
Education IASTED
“A Map Reduce based hybrid genetic algorithm usitend approach for
solving time dependent vehicle routing problerat International
Conference on Computer & Information Sciences ICKI@lalumpur,
June 2012
“Iterative mapreduce based heuristic algorithmsfalving N Puzzle” at
International Conference on Computer & Informat&miences ICCIS
Kualalumpur, June 2012
“Layered filtering technique for content based widetrieval”, at
International Conference on Computer & Informat&miences ICCIS
Kualalumpur, June 2012
0 Poster presentation “Hierarchical Action SelecfmnRein- forcement Learning
in Infinite Mario” by Mandar Joshi, Rakesh KhobrdgaSaurabh Sarda, and
Shiwali Mohan, in 26 European conference on Artificial Intelligenceafkece,
August 2012.
In December 2010, 1 team was selected for theoRnd national level ICPC onsite
competition.
In December 2011, 2 teams were selected forthe@nd national level ICPC onsite
competition. 1 team was ranked in the top 20 tegintise national level.
In December 2012, 3 teams were selected for the@nd national level ICPC onsite
competition.
In December 2013, 6 teams are selected for the@nd national level ICPC onsite
competition.
In 2011, 2 teams were selected in top 100 natipnalllBM Technology Web Contest
2011.




5. Faculty Contributions (175)

B-5 Faculty Contribution

List of Faculty Members: Exclusively for the Progranme / Shared with other Programmes

Name of the | Qualification, Designation| Distribution of |[Number of resear| IPRs R&D and Consultancy work with amount | Holding ar| Interaction with
faculty university, an| and date of teaching load publications in incubation  outside world
year of joining the journals and unit
graduation | institution 1st| uUG| Pd conferences sing
Yeal joining
0.G. Kakde PhD, Professor - - Joumnals — 25 - - -
Nagpur 29/12/1988
University,
2004
Dr. S. R. Sathe B.E., M.Tech.| Professor 66.66 33.3&(]:0urfnals-16 1 QE%%BS lacs No QE)FFI:/(I)I:II(leJd epfbgr.tgl#iednibi
Ph.D. onferences- - 10. :

29/12/1988 ISEA-Rs. 24.41 lacs of NBA, member of
faculty selection
committees at various
institutes

P.S. Deshpande PhD Associate 50% | 509%11 Papers + 8Books 1.Evaluation of Financial Sydte ERP Nil ndustrial Consultancy,
! Professor (Rs.22,060/-) Delivering Expert
Nagpur ' 2. Data Center Technical bid evaluation lectures
University, 07/22/1992 (Rs.48,120/-)
2004 3. Strategy planning for Computerization & Drafeparation of
Request For Proposal Document
(Rs.44120/-)
Information Audit of Nagpur Municipal Corporation
(Rs.12,000,00)




U. A Deshpande | PhD, IIT Associate 50 | 50|13 - |Rs. 33 Lakh (joint) No E&D F;roje“ with IBM.
Kharagpur, Professor, Tonsg ta’?C{ Project wi
2005 22/07/ 1996 ata Capita
A.S. Mokhade M.Tech, IITB, | Associate 500 | 25% | 25% o5 Rs. 120Lakhs Delivering Expert
1988 Professor, (joint) lectures
23/08/ 1996
Ravindra Keskar M.Tech. IIT, | Associate 66% | 33% Consultancies with Persistent Systems, MADC amiéh T IU niversity R‘?Iﬁt:gﬁ
Mumbai, 199. Professor, Capital. Total amount - Rs. 6.20 Lakhs nteraction W't. !
ISUR grant project with
01/01/ 2009 IBM, Tracking/arrangin
(joined as activities under MoU
Asstt. Prof). with Persistent Systems.
M. P. Kurhekar M.Tech. (CSE),| Associate 75% | 25% conference- 01 Nil 1. Persistent Systems Pvt. (Rd. 1.75 Lakhs) and Nil IBM SUR Funding for
IIT Mumbai Professor . Cloud Computing
999 ' 200 /20' 0 2. Tatadwations Funds (Rs. 3 ($15,000)
1 12/07/ 201 Lakhs) with Prof. U.A. Deshpande
and Prof. R.B. Keskar)
M. M. Dhabu M. E, Amravati| Assistant 75 | 25| 03
University, Professor,
2005 22/05/ 2006
Tiwari M.E., MNNIT | Assistant 0 80 | 20|, - - -
Allahabad, Professor,
Graduation
1998 25/05/ 2006
S. A. Raut M.E. (CSE) | Assistant - 100 | - | o4
: Professor
Amravati J
University, 24/11/ 2008
2005
Mrs Deepti M.Tech, Assistant 39% 61% 08
Shrimankar Nagpur Professor
University, 26/11/ 2008

2007




M.A. Radke

M.S.(CSE)

University of
Merryland,

Boltimore
county, 2008

Assistant
Professor,

24/04/ 2012

50

50

Kavita Kathe

M.Tech,
VNIT, 2012

Teaching Asst.

100%

Mrs. Saroj
Bhagchandani

M.E.

Nagpur
University,
2009

Teaching Asst.

100%

Varsha
Dhote(Pandagre)

M.Tech. ,

L.N.C.T./
RGPV
University,
Bhopal

2013

Teaching Asst.

100%

Anita Ahirwar

M.Tech, NIT,
Raurkela, 2013

Teaching Asst.

100%

Renuka Gowardhan

M.Tech,
CSVTU,Bhilai,
2013

Teaching Asst.

100%

(Instruction: The institution may complete thisl&abor the calculation of the student-teacher ré8®R). Teaching loads of the faculty
member contributing to only undergraduate prograr(2ne, 3rd, and 4th year) are considered to caietle STR.)




5.1. Student -Teacher Ratio (STR) (20)

STR is desired to be 15 or superior

Assessment =20 x 15/STR; subject to maximum aserg0f 20

STR =(xx+y+2z)/N1

where, x = Number of students in 2nd year of teg@mmme
y = Number of students in 3rd year of the programm
z = Number of students in 4th year of the programme
N1 = Total number o f faculty members in the pesgme (by
considering fractional load)

Year X y Z X+y+z N1 STR Assessmenk
(max.=20)
CAY 2 100 100 104 304 16 19 15.78
CAY ml 109 94 98 301 14 21.5 13.95
CAY 110 90 102 302 17 17.8 16.85
Averageassessment 15.53

For Item nos. 5. 2 to 5. 8, the denominator termigNomputed as follows:
N = Maximum {N1, N2}
N1 = Total number of faculty members in the progmem(considering the
fractional load)
N2 = Number of faculty positions needed for stueteather ratio of 15.

Year
N1 N2 N=Max.(N1, N2)
CAY 2 15 20 20
CAY ML 14 20 20
CAY 17 20 20

5.2. Faculty Cadre Ratio (20)

Assessment = 20 x CRI
where, CRI = Cadre ratio index

= 2.25 x (2x + y)/IN; subject to max. CRI = 1.0
where, X = Number of professors in the programme

y = Number of associate professors in the programm




Year X y N CRI Assessment
CAY 2 03 05 20 1.23 24.6
CAY mil 03 05 20 1.2¢ 24.¢
CAY 03 05 20 1.23 24.6
Averageassessment 24.6
5.3. Faculty Qualifications (30)
Assessment 3* FQI
Where CRI Faculty Qualification Index
(10x+6y+4.0)/N2
Such that , x+y+@<=N2; and <=z
Where x Number of Faculty members with PhD
y Number of Faculty members with ME/M.Te
z Number of Faculty members with BH/&:h
y N z FQ Assessme
CAY N2 7 20 4 100 300
CAYm1 9 20 0 104 312
CAY 12 20 0 122 366
Averageassessment 326

5.4. Faculty Competencies correlation to Programe Specific Criteria (15)
(Provide evidence that program curriculum satisfiesapplicable programme
criteria specified by the appropriate American pssional associations such as
ASME, IEEE and ACM. You may list the programme sfiecriteria and the
competencies (specialisation, research publicationrse developments etc.,)
of faculty to correlate the programme specificezid and competencies)

5.5.
activities (15)

(Instruction: A faculty member scores maximum fivens for a
participation/resource person.)

Participant/resource person in two week faculty deslopment programme : 5

points

Faculty as participants/resource persons ifaculty development/training




Participant/resource person in one week faculty dealopment programme : 3

Points
max. Sperfaculty
Name of the faculty CAYm2 CAYml CAY
U.A.Deshpand 5 5 5
M. M. Dhabu 3 1 3
A.Tiwari 3 - -
S.A. Raut 9 6 6
Deepti Shrimank: 5 6
20 17 20
Sun
N(Number of faculty positions for an 20 20 20
STR 0f15)
Assessment=3 xSum/N 3 2.55 3
Averageassessment 2.85
5.6. Faculty Retention (15)
Assessment =3 x RPI/N
Where RPI = Retention point index

=Points assigned to all

faculty members

Where points assigned to a faculty member
experience at the institute but not exceeding 5.

Item

Number of faculty with experience of less th:
year (%)
Number of faculty with 1 to 2 years experience
Number of faculty with 2 to 3 years experie
Number of faculty with 3 to 4 years experience
Number of faculty with 4 to 5 years experience
Number of faculty with more than 5 years
experience (X
N
RPI = X1+2X% + 3X3 + 4X,+ 5X5

Assessmer

CAYm2

03
01
01
10
20

56
8.4

Average assessme

01

CAYm1

10
02
01

10
20

58
8.7

1 ptonteach year of

CAY
03

01

01
02
10

20
62

"
-

8.8




5.7. Faculty Research Publications (FRP) (20)

Assessment of FRP = 4 x (Sum of the research mitdit points scored by each
faculty member)/N

(Instruction: A faculty member scores maximum fregearch publication points
depending upon the quality of the research papedsb@oks published in the past
three

years.)

The research papers considered are those (ijchwcan be located on Internet
and/or are included in hard-copy volumes/procegsiinpublished by reputed

publishers, and (ii) the faculty member’s affilati in the published papers/books, is
of the current institution.

Include a list of all such publications and IPRsng with details of DOI, publisher,
month/year, etc.

Name of faculty (contributing t FRP points (Max. 5 per faculi
FRP)
CAYm2 CAYm1 CAY
P. S. Deshpande 4 1 1
S. R. Sathe 3 5 2
U.A.Deshpande 1 1
A.S.Mokhade 1 1
M.P.Kurhekar 1
M. M. Dhabu 1 - 1
A. Tiwari 1 - -
S.A.Raut 2 2
D.D.Shrimankar 1 2 4
12 12 11
Sum
N(Number of faculty 20 20 20
positions for an STR 0f15)
Assessment o fFRP=4xSumN 2.4 2.4 2.2

Average assessmi 2.3¢




Publication List :

Sr.

No.

01

02

03

04

05

06

07

08

09

Title of Pape

Cardinality Statistics Base
Maximal Frequent Item set
Counting

Layered Filtering Technique
for Content - Based Video
Retrieval

MapReduce Based Hybr
Genetic Algorithm Using
Island Approach for Solving
Time Dependent Vehicle
Routing Problem

Intelligent Multidimensional
Modeling

Name ofFaculty

Meera Dhabh
Dr.P.S.Deshpande

Rohit Konedkar,
Galshan Saluja,

Name Journal/Conferer

6th International Conference «
Information Systems and
Technology at University of
Florida , Greenoble France 28-
30 March 2012

International Conference on
Computer and Information

Akash Gupta, ShwetaSciences 2012, Universiti

Maroo,

P.S.Deshpande
Rohit Konedkar
Galshan Saluja,

Teknologi PETRONAS
Malysia

International Conference ¢
Computer and Information

Akash Gupta, ShwetaSciences 2012, Universiti

Maroo,
P.S.Deshpande
Swati Heera
P.S.Deshpande

A Modified Fastmap K-MeansS. A. Raut, S. R.

Clustering Algorithm for

Sathe

Large Scale Gene Expression

Datasets

A Tile-based Parallel Glob.
Algorithm for Biological
Sequence Alignment on multi
core architecture
Architecture Aware
Programming on Multi-Core
Systems

Comparison of OpenMP and
OpenCL Parallel Processing
Technologies

An OpenCL Method of
Parallel Sorting Algorithms
for GPU Architecture

D. D. Shrimankar, S
R. Sathe

M. R. Pimple, S. R.
Sathe

Krishnahari Thouti,
S.R.Sathe

Krishnahari Thouti,
S.R.Sathe

Teknologi PETRONAS
Malysia

GSTF Business Intelligence
Asia Pacific Summit 2012
Singapore on 14-Sep-2012
International Journal of
Bioscience

Biochemistry and
Bioinformatics, Vol. 1, No. 4,
November 2011, 06pp. 292-
296

Journal of Information an
Communication Technologies,
Vol. 2, Issue 2, Feb. 2012.

International Journal of
Advanced Computer Science
and Applications,

Vol. 2, No. 6, 2011, pp. 105-
111

International Journal of
Advanced Computer Science
and Applications (IJACSA)
Vol. 3, No.4, 2012, pp. 56-61
and also CoRR abs/1211.2038
(2012).

International Journal of
Experimental Algorithms
(IJEA), Volume(3), Issue (1),
2012, pp.1-8.




Performance Analysis of Krishnahari Thouti, International Journal of

Single Source Shortest Path S.R.Sathe Computer Applications
Algorithm over Multiple Vol.77(9):31-36, September
GPUs in a Network of 2013.

Workstations using OpenCL

and MP

Bioinformatics: Trends in S. A Raut, S. R. Proceedings of International
Gene Expression Analysis  Sathe Conference on Bioinformatics

and Biomedical Technology
(ICBBT 2010) held at
Chengdu, China, 16-18 April
2010, pp. 97-100.

Parallelization ad D.D. Shrimankar, & Proceedings of Annu
Implementation of Global R. Sathe International Conference on
Sequence Alignment using Advances in Distributed and
Tiling and OpenMP Parallel Computing held at
Singapore from 1-2 November
2010,
pp. R-31-R-36.

Parallelization of DNA SequenceD.D. Shrimankar, S. Proceedings of the

Alignment using OpenMP R. Sathe International Conference on
Communication,
Computing & Security (ICCCS
2011) held at Rourkela from
February 12-14,
2011, pp. 200-203.

Implementation of parallel ~ Shrimankar D D, 2nd IEEE International Confel
algorithms on cluster of Sathe S. R on Parallel Distributed and Gr
Workstations Computing (PDGC)

2012, pp. 126- 31,

Jayppe Universjtof Informatio
technology, Wakhnaghat, Indi
6-8, 2012, pp. 126-131.

Solving N-Queens Problem ¢ Krishnahari Thouti  IEEE 2nd

GPU Architecture S.R.Sathe International Conf. on
using OpenCL with Special Parallel, Distributed and Grid
Reference to Synchronization Computing, Jaypee University
Issues of Information

Technology, Wakhnaghat,
Dec.6-8, 2012, pp. 806-810.

Overview of Selection Anil S. Mokhade &  2nd International Conference
Schemes in Real-coded Omprakash G. Kakde on Software and Intelligent
Genetic Algorithms and Their Information (ICSII 2013)
Applications (Workshop of ICGIP-2013),

October 26-27, 2013, Hong
Kong, By International




Association of Computer
Science and Information

Technology

17 Achieving Excellence in Anil S. Mokhade 2nd National
Research with Problem- Conference on “Excellence
Solving Attitude and Techno- in Higher Education”-
Managerial Approach- Transformational Leadership,
Refreshing Lessons for June 28 — 30,2012,
Leadership in Higher Department of Management
Education Studies, IIT Delhi

5.8. Faculty Intellectual Property Rights (FIPR) (1)

Assessment of FIPR = 2 x (Sum of the FIPR pointsestby each faculty member)/N
(Instruction: A faculty member scores maximum fRR points each year??. FIPR
includes awarded national/international patentsigie and copyrights.)

Name of faculty (contributing to FRP points (Max. 5 per faculty)
FIRP)
CAYm2 CAYml CAY
Sum
N

Assessment FIPR = 2x Sum/N
Average assessmi

5.9. Funded R&D Projects and Consultancy (FRDCWork (20)

Assessment of R&D and consultancy projects = 4 um($f FRDC by each
faculty member)//N

(Instruction: A faculty member scores maximum 5npi depending upon the
amount.) A suggested scheme is given below forranmim amount of Rs. 1
lakh:

Five points for funding by national agency,

Four points for funding by state agency,

Four points for funding by private sector, and

Two points for funding by the sponsoring trust/sbygi




Name of faculty (contributing to FRD FRDC points (Max. 5 per faculi

CAYm2 CAYm1 CAY
P.S.Deshpande & A. S. Mokhade 4 4
S.R.Sathe 5 5
U.A. Deshpande & R.B.Keskaar 4
U.A. Deshpande, R.B.Keskaar M. P.Kurhekar 2
M.P.Kurhekar & R.B.Keskar 2
Sum 9 9 8
N 20 20 20
Assessment FPPC = 4x Sum/N
Average assessment 1.73

5.10. Faculty Interaction with Outside World (10)
FIP = Faculty interaction points

Assessment = 2 x (Sum of FIP by each faculty me)fitber

(Instruction: A faculty member gets maximum fiveteraction points,
depending upon the type of institution or R&D ladtory or industry, as
follows)

Five points for interaction with a reputed instibut abroad, institution of eminence in
India, or national research laboratories,

Three points for interaction with institution/indos(not covered earlier).
Points to be awarded, for those activities, whieluit in joint efforts in
publication of books/research paper, pursuing es=ifr funded R&D /
consultancy projects and/or development of sesndsihg course / teaching

modules.
Name of faculty (contriuting to FIP points
FIP)
CAYm2 CAYm1 CAY
Prof. U.A. Deshpande, Prof. M. 6
Kurhekar, Prof. R.B. Keskar
Prof. U.A. Deshpande, Prof. M. 3
Kurhekar, Prof. R.B. Keskar , M./
Radke
Prof. U.A. Deshpande, Prof. R. 3
Keskar
Sun 3 9
N 20 20
Assessment FIP = 2x Sum/N 0.3 0.9

Average assessment 0.4




B-6 Facilities and Technical Support

6. Facilities and Technical Support (75)

Description of classrooms, faculty rooms, semi@augd conference halls: (Entries in
the following table are sampler entries)

Room Description Usage Shared/ Capacity Rooms Equipped wit
Exclusive PC,
Internet, Book rack,
meeting space...
No. of Class Rooms [L. for 2" Year UG| 1. Exclusive |1. 110 students | 1. With PC, Internet
(Five) D. for 39 Year UG| 2. Exclus?ve 2. 110 students 2. W!th PC, Internet
3. for 4" Year UG | 3. Exclusive |3.110 students 3. With PC, Internet
4. for 1% Year PG | 4. Exclusive |4. 40 students 4. With PC, Internet
5. for 2" Year PG| 5. Exclusive |5. 50 students 5. With PC, Internet
Tutorial Rooms | ------- e B
No. of Seminar Rooms ------- - e e
No. of Meeting Rooms For departmental Shared with 20 Yes
(One) meeting_s, qther activities
discussions etc | like Exam
control room
No. of Faculty Rooms 17 1. Exclusive for 1 each Yes
Permanent
Faculty
2. Shared for
Adhoc Staff

6.1. Classrooms in the Department (20)

6.1.1. Adequate number of rooms for lectures (eteetives), seminars, tutorials,

etc., for the program (10)
(Instruction: Assessment based on the informatroriged in the preceding

table.)

6.1.2. Teaching aids multimedia projectors, etc. (5)
(Instruction: List the various teaching aids avaligg

6.1.3. Acoustics, classroom size, conditions ofimtbenches, air circulation,
lighting, exits, ambience, and such other ametfitietities (5)

(Instruction: Assessment based on the informatrowiged in the preceding table and
the inspection thereof.)

6.2. Faculty Rooms in the Department (15)

6.2.1. Availability of individual faculty rooms {5
(Instruction: Assessment based on the informatroniged in the preceding table.)

—




6.2.2. Room equipped with white/black boamimputer, Internet, and such other
amenities/facilities (5)

(Instruction: Assessment based on the informatroniged in the preceding table)
6.2.3. Usage of room for counselling/discussiotihwtudents (5)

(Instruction: Assessment based on the informatrowiged in the preceding table and
the inspection thereof.)

The following table is required for the subsequmiteria.

Lab Exclusive use Space,| Number of | Quality of Lab
Descripton in| Shared Numbe| Experiments | Instruments Manuals
the Curriculum r of Students
Machin
es
Computing Shared by ? 50 | For50 All state-of-art Software
Lab 1 & 4" year students machines, Working | Available
students
Computing Shared by % 80 | For 80 All state-of-art Software
Lab 2 & 4" year students machines, Working | Available
students
M.Tech. Lab ; | For ¥ Year 25 | For 25 All state-of-art Software
PG Students students machines, Working | Available
M.Tech. Lab 2| For 2nd Year 25 For 25 All state-of-art Software
PG Students students machines, Working | Available

6.3. Laboratories in the Department to meet the @riculum Requirements and the

POs (25)

6.3.1. Adequate, well-equipped laboratories totntlee curriculum requirements and
the POs (10)

(Instruction: Assessment based on the informatroniged in the preceding table.)
6.3.2. Availability of computing facilities in thedepartment (5)
(Instruction: Assessment based on the informatroniged in the preceding table.)

6.3.3. Availability of laboratories with technicsiipport within and beyond working
hours (5)

(Instruction: Assessment based on the informatroniged in the preceding table.)

6.3.4. Equipment to run experiments and their mai@nce, number of students per
experimental setup, size of the laboratories, alyambience, etc. (5)

(Instruction: Assessment based on the informatroniged in the preceding table.)




6.4. Technical Manpower Support in the Departmen{15)

Name of | Designationn Exclusiv| Date of Qualification Other Technical skills Responsibility
the (Pay-Scale e/ Joining | At joining | Now gained
Technical Shared
Staff Work
M.R.Pimpl| Programmer Exclusiv | 01/12/199 B.E. M.Tec| Attended conferences, Overall in-charge of all
e e 0 h workshops in parallel laboratories in the department,
computing. Published procuring, maintaining, upgradin
papers in journal, machines, software etc, involved
conference in this area. in teaching.
M.B. Technical | Exclusiv | 09/03/199 B.E. M.Tec| 1) Attended Overall responsible for Internet
Bhivgade | Officer e 5 h workshops/conferences | and network services of the
DBM | (National-International Institute.

Conference in parallel
Computing(Cluster and Gr
parallel Computing)

2) Published papers in
refereed conferences/
conferences and book
chapter in fault tolerant in
parallel systems like grid
and cluster

3) CCNA Networking
Technical Training, java an
other technical related
courses. Self study for
Joomla , word press and
model, etc.

Overall responsible for monitorin
d configuring, upgradation and
maintenance of networking syste
like switches, routers etc as well
network softwares like PRTG an
NMS.

Maintenance and updation of
webserver of VNIT as well
departments, mail server, UTM
firewall , proxies for academic,
djuarters and hostels and NKN i
, HP core switch. Email Account
creation for students also in bulk
and maintenance.

and other day-to-day activities a
and when its necessary.

rm

ne,

Uy




D.S. Sr.Technica Exclusiv | 23/06/199| B.Sc., MCM | 1. Short term course of Overall in-charge of all

Deshpandel e 9 PGDCA VB.Net departmental activities including
Asstt.(Com 2. Rich Internet Applicationpoffice automation, academic,

p) course examination, accounts work
2. Attended a Spoken
Tutorial workshop on PHP
MySQL organized by IIT,
Mumbai at VNIT and
successfully passed the
online exam.

R.S.Warth| Technical | Exclusiv | 17/05/20(| Diplomain| B.E. | 1. Rich Internet Applicatiol| 1. Maintaining CSE labs
Assistant | e 8 Comp.Tech Comp.| course 2. Assisting in solving h/w & s/w
(Comp.Sci) ., Diploma | Tech. | 2. Attended workshops problems faced by students

in Comp. (ISTE, IITB) on Database | 3. Responsible for smooth condy
Hardware Mgmt, PHP, MySql/Linux | of semester laboratory courses.
&

Networking

ict

6.4.1. Availability of adequate and qualified terah supporting staff for programme-
(Instruction: Assessment based on the informatroriged in the preceding table.)

6.4.2. Incentives, skill, upgrade, and professi@uancement (5)
(Instruction: Assessment based on the informatioriged in the preceding table.)

specific ladnories (10)




7. Academic Support Units and Teaching-Learning Proess (75)

Students’ Admission

Admission intake (for information only)

Item CAY CAYml CAYm?2 CAYm3
San_ctloned Intake Strength in 738 738 738 652
Institute (N)
Number (_)fstudents admitte on 713 724 713 617
merit basis (N1)
Number o students admitted (¢
management quota / otherw| 48 14 45 54
(N2)
Total number of admitte
students in the Institute (N1+NP) 761 738 758 671

(Instruction: The intake of the students during
sanctioned capacity may be reported here.)

Admission quality (for information only)

B-7 Academic Support Units and Teaching-Learning Rocess

et three years against the

Divide the total admitted ranks (or percentage marikto five or a few more
meaningful ranges

)

Sr. Rank range 2012-13 2011-12 2010-11 2009-1(
No. (AIEEE Ranking)
01 1-20000 410 436 411 367
02 20000-40000 136 137 130 105
03 40000-60000 49 30 47 29
04 60000-80000 48 38 38 36
05 80000-100000 27 37 29 22
06 10000(-15000( 21 19 26 25
07 15000(-20000( 8 12 10 14
08 20000(-30000( 9 6 4 11
09 30000(-40000( 1 3 4 1
10 400000-500000 1 2 3 0
11 500000-600000 2 1 2 0
12 600000-700000 1 1 0 0
13 Admitted without
AIEEE ranks 48 15 45 53
(foreign nationals
Total 761 737 749 663

(Instruction: The admission quality of the studeimsterms of their ranks in the
entrance examination may be presented here.)




Tabular data for estimating student-teacher ratid &culty qualification for first year

common courses

List of faculty members teaching first year courses

Sr.| Name of the faculty| Qualificati Designatii Date of | Department|  Distribution of
No on on joining | with which | teaching load (%)
the associated
institutio 1" TUG [PG
n year
1. | Dr. S.S. Umare Ph.D/M.S®rofessor| 23/8/96| Chemistry -- 30 70
M.Phil
2. | Dr. J.D. Ekhe Ph.D/M.ScAssociate| 24/7/96 | Chemistry -- 53.3 46
../M.Phil | Professor
3. | Dr. (Mrs.) Anupama | Ph.D/M.Sc| Associate| 7/1/2000{ Chemistry - 50 50
Kumar /M.Phil Professor
4. | Dr. Sujit Kumar Ph.D/M.Sc| Associate | 4/7/12 Chemistn | 21 - 79
Ghosh . Professor
5. | Dr. (Mrs.) Ramani V.| Ph.D/M.Sc| Assistant | 17/05/06| Chemistry 18 82 -
Motghare . Professor
6. | Dr. Chayan Das Ph.D/M.$@ssistant | 30/05/06| Chemistry | 28 10 62
/Net Professor
7. | Prof. Atul V. M.Sc./Ne | Assistant | 26/05/0¢ | Chemistn | 88 - 12
Wankhede Professor
8. | Dr. Sangesh P. Ph.D/M.Sc| Assistant | 02/04/12| Chemistry -- -- 100
Zodape . Professor
9. | Dr. Umesh Rohidas | Ph.D/M.Sc| Assistant | 25/5/12 | Chemistry 88 -- 12
Pratap . Professor
1C | Dr. (Mrs.) Sonal Ph.D/M.Sc| Assistant Chemistn | 91.67| -- 8.3¢
Umre Professor
11 | Shri Parag Panse M.Tech. Assistant Chemistry 89.66-- 10.34
Professor
12 | Dr. V.K. Deshpande | Ph.D/M.SdProfessor| 03/08/88| Applied 68.6 | 15.7| 15.7
. & Head Physics
13 | Dr. R.S. Gedal Ph.D/M.Sc| Associate | 28/08/9¢ | Applied 40 30 30
: Professor Physics
14 | Dr. B.R. Snkapal Ph.D/M.ScAssociate| 10/05/12| Applied 37 - 63
: Professor Physics
15 | Dr. G. Hemachandra| Ph.D/M.$éssociate| 22/05/12| Applied 84 - 16
. Professor Physics
16 | Dr. (Mrs.) S.R. Ph.D/M.Sc| Assistant | 16/05/0¢ | Applied 74 - 26
Patrikar . Professor Physics
17 | Dr. (Mrs) A. V. Ph.D. Assistant| 16/05/06| Applied 52 12 36
Deshpande Professor Physics
18 | Dr. (Mrs.) S.M. Ph.D/M.Sc| Assistant | 07/10/08| Applied 53 -- 47
Giripunje Professor Physics




NI

19 | Dr. K. Mohan Kant Ph.D/M.StAssistant | 14/06/12| Applied 715 | -- 28.5
IM.Tech | Professor Physics
20 | Dr. G.P. Singh Ph.D. Professor 27/03/99athematics 15 35 50
21| Dr. P. Pramo Ph.d Associate | 31/05/0¢ | Mathematic | 25 25 50
Chakravarthy Professor
22 | Dr. M. Devakar Ph.D. Assistant24/11/08| Mathematics 25 25 50
Professor
23 | Dr. Pallavi Mahale Ph.D. Assistant27/11/08| Mathematicg - 50 50
Professor
24.| Dr. G. Naga Raj Ph.D Assistant | 1/7/1C Mathematic | 25 25 50
Professor
25.| Dr. R. P. Pant Ph.D. Assistant25/6/12 | Mathematics 25 25 50
Professor
26 | Dr. Pradip Roul Ph.D. Assistant13/8/12 | Mathematics 25 25 50
Professor
27 | Dr. Malabika Ada Ph.D Teachinc | 16/7/1: | Mathematic | 40 20 40
Assistants
28 | Mrs. Shweta Jain M.Phil Teachingl7/7/13 | Mathematics 40 20 40
Assistants
29 | Mr. Mohd. Ahmed M.Sc. Teaching 18/7/13 | Mathematics 50 50 -
Assistants
30 | Mr. Pravin Sayre M.Sc.(Net Teaching | 16/7/13 | Mathematics 75 25 -
Qualified) | Assistants
31| Mr. Samala Ratan M.Sc. Teachin@®2/7/13 | Mathematics 100 - -
Assistants
32 | Mr. S. R. Bhide Ph.D. Associatel2/7/84 | Electrical |12 56 32
Professor Engg.
33 | Mr. Prasad Venikar (Research 09/07/12| Electrical 46.15| 53.84| --
Scholar) Engg.
34 | Mr. S. S. Bhatt Ph.D. Associate€)1/04/87| Electrical 33.33| 48.15| 18.51
Professor Engg.
35| Mr. M. Irfan (Research 01/07/11| Electrical 21.43| 78.57| --
Scholar) Engg.
36 | Mr. V. B. Borghate Ph.D. Associated1/08/85| Electrical 25.93| 55.56| 18.52
Professor Engg.
37 | B. S. Umre Ph.D. Associate02/07/84| Electrical 14.82| 74.7 | 11.11
Professor Engg.
38 | M. A. Choudhary Ph.D. Associatel7/07/08| Electrical 14.82| 55.56| 29.63
Professor Engg.
39 | P. S. Kulkarni Ph.D. Associatel6/03/95| Electrical 32.14| 53.57| 10.71
Professor Engg.
40 | M. R. Ramteke Ph.D. Associat®5/03/95| Electrical 33.33| 55.56| 11.11
Professor Engg.
41 | A. S. Junghare Ph.D. Associat@7/03/95| Electrical 16.00( 84.00| --
Professor Engg.
42 | S. R. Tambay Ph.D. Associat®3/08/81| Electrical 741 | 296 | 29.6
Professor Engg.
43| V. S. Kale Ph.D. Associate01/12/99| Electrical 14.82| 62.96| 22.22
Professor Engg.




44 | N. R. Patne Ph.D. Lecturer  18/05/D&lectrical 31.03| 68.96| --
Engg.
45 | H. M. Suryawanshi Ph.D. Professpd1/07/89| Electrical 11.11] 33.33| 55.55
Engg.
46 | M. V. Aware Ph.D. Professor 17/12/9lectrical 00.00| 72.22| 27.78
Engg.
47 | S. Patnaik Ph.D. Associate€)1/06/12| Electrical 25.93| 62.96| 11.11
Professor Engg.
48 | R. J. Satputaley M.Tech. Assistantl8/07/08| Electrical 31.03| 58.62| 10.34
Professor Engg.
49 | A. Dhabaley M.Tech. Assistant 16/05/05| Electrical 27.59| 44.83| 27.59
Professor Engg.
50 | M. S. Ballal Ph.D. Associate04/04/12| Electrical 14.82| 85.19) --
Professor Engg.
51 | Sathyan Ph.D. 09/07/12Electrical 46.15| 53.84| --
Engg.
52 | D. Khare Ph.D 01/01/1% | Electrical 61.5¢| 38.4¢] --
Engg.
53 | Amarendra Ph.D. 01/0701E&lectrical 76.92| 23.08| --
Engg.
54 | M. Thakre Ph.D. 03/01/1RElectrical 61.54| 38.46) --
Engg.
55 | M. Pande Ph.D Electrical 66.62| 33.3%] --
Engg.
56 | Rambabu M.Tech. 16/07/1FElectrical 645 | 355| --
Engg.
57 | Ashok Kumar M.Tech. 16/07/1BElectrical 645 | 355| --
Engg.
58 | Chandra Sekh M.Tech 16/07/1: | Electrical 0C 10C | --
Engg.
59 | Dr. S. V. Bopshetty Ph.D Associatd 8/07/80| Mech. Engg| 30 30 30
Professor
60 | Dr. A. B. Andhare Ph.D. Associate31/07/08| Mech. Engg O 0 30
Professor
61 | Mr. M. S.Kotambka | M.Tech Assistant | 27/7/0¢ | Mech.Engc | 55 55 55
Professor
62 | Mr. A. A. Thakre M.Tech. Assistant 03/08/06| Mech. Engg, 50 50 50
Professor
63 | Mr. P. V. Kane M.Tech. Assistant02/12/08| Mech.Engg. 45 45 45
Professor
64 | Dr. L. M. Guptz Ph.D Professc | 18/10/8¢ | Applied 11 47 42
Mechanics
65 | Dr. M. M. Mahajan Ph.D. Professar 17/08/PRpplied 0 65 35
Mechanics
66 | Dr. R. K. Ingle Ph.D. Professar 14/09/92pplied 10 30 60
Mechanics
67 | Dr. G. N. Rongh Ph.D Professc | 01/07/8¢ | Applied 0 32 68
Mechanics
68 | Dr. O. R. Jaiswal Ph.D. Professor  30/10/98pplied 37 47 16




Mechanics
69 | Dr. R. S. Sonparote Ph.D. Associatel1/08/92| Applied 9 56 35
Professor Mechanics
70 | Dr. S. V. Bakr Ph.D Professc | 16/05/0¢ | Applied 23 35 42
Mechanics
71| Dr. Sangeeta Gadve| Ph.D. Associaf8/06/12| Applied 75 0 25
Professor Mechanics
72 | Dr. D. Datta Ph.D. Assistant 15/06/10| Applied 54 15 31
Professor Machanics
73 | Dr. Ratnesh Kumi Ph.D Assistant | 17/04/1: | Applied 57 14 29
Professor Machanics
74 | Mr. S. B. Borghate M.Tech. Assistant30/08/98| Applied 31 54 15
Professor Machanics
75| Mr. A. Y. Vyavhare | M.Tech. Assistant 14/06/06| Applied 26 59 15
Professor Machanics
76 | Mr. A. P. Khatr M.Tech Assistant | 28/11/0¢ | Applied 10C 0 0
Professor Machanics
77 | Dr. M. Ghosal Ph.D. Associatel6/08/88| Humanities | 11.11] -- | 88.89
Professor & S. Science
78 | Dr. G. N. Nimbarte Ph.D. Associate24/11/8 | Humanities| 100 | -- -
Professor & S. Science
79 | Radhika Sudhir M.A. Teaching 27/07/13| Humanities | 100 | -- -
Assistant & S. Science
80 | Navneet Utlawar M.A. Teaching 19/07/13| Humanities | 100 | -- -
Assistant & S. Science
81 | Priyanka Bansod M.A. Teaching15/07/13| Humanities | 100 | -- -
Assistant & S. Science
82 | A. S. Mokhade M.Tech. Associatdd0/08/96| Computer | 50 25 25
Professor Science &
Engineering
83 | Mrs. Deepti M.Tech. Assistant| 26/11/08| Computer | 39 61
Shrimankar Professor Science &
Engineering
84 | Mrs. Saroj M.E. Teaching| 00/07/13| Computer | 100 | -- -
Bhagchandani Assistant Science &
Engineering
85 | Varsha Dhotc M.Tech Teachinc | 00/8/1: | Computer | 10C | -- --
(Pandagre) Assistant Science &
Engineering
86 | Anita Ahirwar M.Tech. Teaching 00/7/13 | Computer | 100 | -- -
Assistant Science &
Engineering
87 | Renuka Gowardhan M.Tech. Teachin@0/7/13 | Computer | 100 | -- --
Assistant Science &
Engineering

(Instruction: The institution may list here the Gty members engaged in first year
teaching along with other relevant data.)




7.1. Academic Support Units (35)
7.1.1. Assessment of First Year Student Teacheo RYSTR) (10)

Data for first year courses to calculate the FYSTR:

Year Number of students Number of FYSTR Assessment =
(approved intake faculty members (10x15)/FYSTR
strength) (considering (Max. is 10)
fractional load)
CAYm2 696 37.0 18.81 12.54
CAYm1 676 36.18 18.68 12.45
CAY 69¢ 37.1¢ 18.8( 12.5:
Average 690.33 36.78 18.76 12.507
=10.00

7.1.2. Assessment of Faculty Qualification Teachkirgt Year Common Courses (15)
Assessment of qualification =3 x (5x + 3y + 2h))Where x + y + z0 N
and z0 Z

X =Number of faculty members with PhD
y = Number of faculty members with ME/MTech/NET-Qitiad/MPhil
z = Number of faculty members with BE/BTech/MSc/MEAA
N = Number of faculty members needed for FYSTR ®f 2
Year X y z N Assessment of faculty
gualification
CAYm2 53 27 2 27.8¢ 37.7(¢
CAYm1 55 28 1 27.04 40.27
CAY 59 25 3 27.96 40.30
Average Assessment of faculty qualification 39.4
Max = 15

7.1.3. Basic science/engineering laboratories (adequacgpace, number of
students per batch, quality and availability ofaswing instruments,

laboratorymanuals, list of experiments) (8)

Lab Space, Software used Type ofl Qualify  of| Lab
Description | Number of Experiments| Instruments | Manuals
students
First Year 100 squar{ This is g Hands-on Good quality Lab manual
Basic meters hardware experiment | instruments | are available
Electrical laboratory where are used. for all the
Engineering | Around 18 students firg experiments.
Lab. students pe wire-up ang
(EEP101) practical then conduqg Adequate
batch the numbers of
experiment. | instruments
Experiments| are available.
are designe|




to verify
circuit laws
and
demonstrate
and reinforcg
concepts
taught in
theory
classes
B.Tech Two labs | NIL Basic Adequate | Yes, for
First Year For General Demonstratiol General Quality Four| each
General Lab| and optics | through LCD | Physics SET for each experiments
experiment{ Projector Experiments| experiment
separately
B.Tech f' One generg Nil Basic Adequate & | Yes, for
Year General Lab covers General High Quality| each
Lab all Applied Ample sets | experiment.
experiment Chemistry | for each
Experiments| experiment
Engineerinc | Three Nil Sheet Wor | Wooden NA
Drawing classrooms Models
Lab. (each 400
sg-feet area
18 students
in each
batch Four
batches for
each
section.
Computer | 2000 Sq.Ft| Turbo C Programming Available Available
Programming and adequateand
Lab 20 adequate
(Instruction: The institution needs to mention theetails for

science/engineering

laboratories for the first year courses. The desors a s listed here are suggestive in

nature.)

7.1.4. Language laboratory (2)

Lab Space, Software

Description Number of used
students

Language 100

learning licences or 25

facility Internet

Type

of Qualify

of Guidance

Experiments Instruments

Lingo fx x Language

learning
foreign

languages

Computer
25

Self
learning

the basic




(Instruction: The institution may provide the dé&aof the language
laboratory. The descriptors as listed here areerbaustive).

7.2. Teaching - Learning Process(40)

7.2.1. Tutorial classes to address student questions:dfizutorial classes, hours per
subject given in the timetable (5)
- Size of Tutorial class -26 students ( x 4 batches)
Provision of tutorial classes in timetablé&/ES
Tutorial sheets provided ¥ES (Problem-sheets provideyl
Tutorial classes taken byFaculty
Number of tutorial classes per subject per weédkHr per batch
Number of students per tutorial clasg6-students (x 4 batches)
Number of subjects with tutorials 2™ year — 1 subject (Discrete Maths
and Graph theory)
Impact of Tutorial classes -
Passing %age increased by around 15%
The number of students taking re-exam has reduced

Number of subjects with tutorials — Last year " yar.....4" year
(Instruction: Here the institution may report tihetails of the tutorial classes
that are being conducted on various subjectsadsuistate the impact of such
tutorial classes.)

7.2.2 Mentoring system to help at individual level$ (5
Type of mentoring: Professional guidance / caredwraacement / course

work specific / laboratory specific / total devehoent

Number of faculty mentors - 11
Number of students per mentor -- 30
Frequency of meeting -- At-least 2 times per year

(Instruction: Here the institution may report thetalls of the mentoring
systemthat has been developed for the student&fmus purposes and also
state the efficacy of such system).

7.2.3 Feedback analysis and reward / corrective mieagaken, if any (5)

Feedback collected for all cours&€S

Specify the feedback collection proces®y filling feedback form from
students

Percentage of students participatidgmost 100%

Specify the feedback analysis procd3g: generating statistics using grade
points

Basis of reward / corrective measures, if aforrective action taken
according to feedback

Number of corrective actions taken in the lastehrears:




1. Installing sound system to cater large classron

2. Improvement in lesson plan.

(Instruction: The institution needs to design anfeafve feedback
guestionnaire. It needs to justify that the fee@tlrmechanism it has developed
really helps in evaluating teaching and finally tdting to the quality of
teaching).

7.2.4. Scope for self-learning (5)

(Instruction: The institution needs to specify swpe for self-learning /
learning beyond syllabus and creation of facilities self-learning /
learning beyond syllabus.)

Industry expert talks are arranged regularly on different topics

on advances in technology
In 2013, different talks were arranged on Cloud comuting
and Hadoop, Meta-Language for design, Futute of Imrnet,
Advanced Compiler Techniques, delivered by industryand
external academic experts.

Workshops are arranged on different topics
In 2013, in association with ACM chapter, a workshp on
“Business Analytics” was aranged

Industry webinars are arranged in the department

Online availability of NPTEL videos on institute sever

7.2.5. Generation of self-learning facilities, and avhilidy of materials for
learning beyond syllabus (5)

- Online availability of NPTEL videos on institute sever

(Instruction: The institution needs to specify theilities for self-learning
/ learning beyond syllabus.)

7.2.6. CareerGuidance, Training, Placement, and EntreprenguiSall (5)

(Instruction: The institution may specify the fagiland management to
facilitate career guidance including counsgllirfor higher studies,
industry interaction for training/internshipdpement, Entrepreneurship
cell and incubation facility and impact of suchtsyss)




7.2.7.Co-curricular and Extra-curricular Activities (5)
(Instruction: The institution may specify the Comgoular and extra-
curricular activities, e.g., NCC/NSS, cultural &ttes, etc)

Programming club for students of Computer Science rd
Engineering, arranges regular online programming capetitions.
ACM students’ chapter, arranges student workshopswebinars, guest
lectures, alumni interaction etc.

Technology festival AXIS — students organize diff@nt competitions
including programming/technical design competition.

Cultural festival — Aarohi — student play role of aganizers.

7.2.8.Games and Sports, facilities, and qualified spogsuctors (5)

(Instruction: The institution may specify the féodls available and their
usage in brief)

Sports and games are essentials components of nhunesource
development, holding to promote good health, @aeship and spirit of
healthy competition, which in turn, has positivedadeep impact on the
holistic development of the personality of the yowho is a potential
source of energy, enthusiasm and inspiration fodevelopment, progress and
prosperity of the nationCoaching facilities are provided to the selected
students (selected by conducting the selecticalstrof various games).
Specialized coaches are appointed to train tigests going to participate in
various West Zone, All India and Inter-Nit Tournamts. Well qualified
sports instructors are regularly instruct thedents.

L # $% &#
O # &) )

W * (! # & )
+

% ( % -

% .# % |




B-8 Governance, Institutional Support and FinancialResources
8. Governance, Institutional Support and Financial Resurces (7%

8.1. Campus Infrastructure and Facility (10)
8.1.A Campus

New 1000 Seat Boys Hostel

The VNIT Campus is spread over an area of 214 acres near Ambazari lake. It presents a
spectacle of harmony in architecture and natural beauty. The campus has been organized in
three functional sectors;

Hostels.
Academic area: Departments, Administrative Buildings, Library and Information

Center and various central facilities.

* Residential Sector for staff and faculty.

The academic buildings are located fairly close to both, the hostels and the staff quarters. The
campus has a full-fledged computerized branch of State Bank of India with ATM facility, Canara
Bank, and a Post Office.

The Institute has its own well equipped Health Centre with a residential Medical Officer. The
specialized services of Psychiatric & Psychological Counsellor, Dietician, Physiotherapist,
Pathology lab, Yoga centre. Also medical consultants in Ayurveda and Homeopathy are
available. Patients suffering from serious illness / requiring intensive care are referred to the
Govt. Medical College and other Hospital nearby and other Health Care Centers duly approved
under the CGHS.

An adequately equipped canteen is close to the instruction zone and hostels. Two more
cafeterias exist on the campus. The Institute has a well equipped Gymkhana apart from various




playgrounds for Tennis, Badminton, Volleyball, Football, Hockey, and Cricket. NCC unit is also
located on campus.

Institute is gearing us its infrastructure over the years and is improving its infrastructure. This
year, Institute has finished construction of 1000 seat boys hostel. Construction of classroom
complex is in place.

8.1.B Administration

As per the provisions of the NIT Act, the Board of Governors (BoG) is responsible for
superintendence, direction, and control of the Institute. Thus, the BoG is vested with full powers
of the affairs of administration / management and finances of the Institute. Members of the
Board represent Government of India, Government of Maharashtra, Industries, and faculty of
the Institute. The Director is the principal academic and executive officer of the Institute.
Besides the BoG, the Senate, the Finance Committee (FC) and the Building and Works
Committee (BWC) are statutory committees and therefore important authorities of the Institute.

Apart from the above statutory committees, the Board has the power to constitute various sub-
committees for smooth and efficient administration. Thus, the Board has constituted the Stores
Purchase Committee (SPC), Grievance Committee (GC), and Special Cell. The SPC
administers the centralized procurement of equipment and material whereas the GC provides a
platform to hear the views of staff and faculty on grievances. The Special Cell functions to
protect the interest of backward-class candidates through procedural, institutional, and other
safeguards.

8.1.C Academic Programmes

The Institute offers 9 Under-Graduate programs viz., B. Tech. in Chemical, Civil, Computer
Science, Electrical and Electronics, Electronics and Communication, Mechanical, Metallurgical
and Materials and Mining Engineering and Bachelor of Architecture.

The Institute also offers 16 Post-Graduate Full time programs (2 years duration) viz., M. Tech.
in Industrial Engg., Heat Power Engg, CAD-CAM, Materials Engg, VLSI Design,
Communication System Engineering, Computer Science Engg., Industrial Engg., Integrated
Power System, Power Electronics and Drives, Structural Engineering, Structural Dynamics
and Earthquake Engineering, Environmental Engineering, Water Resources Engineering.,
Construction Technology and Management, Transportation Engineering and Urban Planning.
The Institute also offers M.Tech. by research program in all engineering departments, Ph D
(Full/Part Time).

Institute has stared M.Sc. programs in Chemistry, Mathematics and Physics from current year.

The Doctoral Research is done in all Engineering and Sciences departments. Institute is a
recognized centre under QIP scheme for Ph.D. program in Electrical and Metallurgical &
Materials Engineering department and for M. Tech. program in Electrical and Civil Engineering
departments.

8.1.1 Maintenance of academic infrastructure and faedi (4)
(Instruction: Specify distinct featg)

Maintenance of Infrastructure & facilities :

The college has an extensive Infrastructure sposad 214 acres comprising of

Academic Buildings, Departments, Lecture Theatfeslitorium, Food outlets,

student Residences, faculty and staff quartersstadeuse, sport fields, stadia,

roads, power supply systems, Roads, Water supplyage disposal Network




etc. A full fledged Estate Maintenance sectionpsrational since the inception
of the college. For civil maintenance as well ag thupervision of new

construction, Electrical Maintenance including Baax generation by Diesel

Generator Telecom and Data network (ISDN & Opti€idre) is taken care by

independent units. A security section supervisegiihintenance of Law & order
on the campus and vicinity.

Annual Maintenance contract for academic infragtmes including computing

facility, UPS and air-conditioning (facility managent at Institute level)

Annual maintenance contract or on-call basis maartee service is affected for
critical level laboratory equipment. Many of thetical equipment are procured
with 3 years warranty.

Assistant Engineer has the responsibility to maintae Institute campus under
the supervision of Dean (Planning & Developmentysidtant Estate Engineer
coordinates and oversees the functions of the ibgid water supply and

electrical wings.

8.1.2 Hostel (boys and girls), transportation facijliyd canteen (2)

Hostels No, No. of Rooms No. of Students
accommodated
Hostel for 9 3508 2986
Boys
Hostel for 2 522 555
Girls

8.1.3. Electricity, power backup, telecom facility, dring water, and
security (4)

8.1.3..A Electricity:
As a self sufficient campus which is also a minmwriship, the entire

energy requirements are under own control of tisétirie. The Institute is an HT
consumer getting supply from the State ElectriBibard at 11 kv by UG
cable/as a high priority express Feeder and is pkéwm load shedding
interruptions. The current maximum load demandfithe order of 1000 KVA
while the total connected load is estimated at 1K@0at substantially unity
power factor. The 200 acre Campus is served byetlsigbstation having 3
transformers of 400 KVA each and a smaller trams@r of 250 KVA. The
Internal distribution to various units of the campsuch as Hostel, Academic
Bldgs., and Residential area is entirely by undargd LT cabling. As a backup
to the Electricity Board supply due to unforeseeasons beyond institute’s
control, a set of 2 Diesel Generators each of 288 €apacities is available for
serving essential load such as computer/Networkecdnbrary/Administration
Bldg. etc.

The entire Electrical Installation is maintainedhiouse under the supervision of
coordinator — Electrical maintenance who is usuallysenior Professor in




Electrical Engg. Deptt. The Campus roads are akang energy efficient
lighting which under automatic timer control devicehe entire installation is
annually checked by the statutory authority of Eleal Inspector for safety,
reliability and Earthing etc. The average Eleetrimonsumption of the campus is
around 112000 KWh units over one calendar year tastels being significant
part of the overall load. As a part of the modeaticn solar water heaters are
installed in all hostels and plan are underwayntmduce solar PV as well LED
lights to significantly reduce Main Power from Biec supply utility.

8.1.3.B Water Supply Details

The college campus gets its water supply from Nagunicipal
Corporation as well as from its own wells. To eestggular and uninterrupted
supply to all users a network of 9 underground suifipservoirs) are created
having total storage capacity of 12-85 lakh litoé$?otable Drinking Water. The
average daily consumption is 6.50 lakh litres; rmawvater supply is limited to
daytime hours from 7.45 am to 11.00 a.m. to indigidBuildings overhead
tanks.
8.1.4 C Campus Security Sectian

The VNIT campus has a full fledged security settioaving 12
permanent employees. The section is headed by iSe€ificer assisted by
Asstt. Security Officer and 10 permanent cadre iservguards. This is
supplemented by designated guard units provided pyivate security agency
supervised by college security personal. All Mdjastallations such as Entry
gates, Hostels (Boys & girls), Library and othectgms are provided round the
clock security supplemented by walkie-talkie phepstem.

8.2. Organisation, Governance, and Transparency ()0

8.2.1 Governing body, administrative setup, and fundiof various bodies (2)

() Board of Governors -- Annexure - A
(i) Senate - Annexure - B
(i) Finance Committee - Annexure - C

(iv) Building & Works Committee -- Annexure — D




(A) Board of Governors

Sr. No Name Designation
1. Dr. S. K. Joshi, Distiguished Scientist, New Chairman
Dellhi-
2. Smt. Amita Sharma (IAS), New Delhi. Member
3. Shri A. N. Jha, Jr. Secretary & F., HRD, Member
New Delhi.
4, Prof. (Mrs.) Joyshree Roy, Prof. DOE, Member
Kolkata
5. Shri. Pramod Chaudhary, Executive Member
Chairman, PUNE
6. Prof. S.C . Sahasrabudhe, Director, Member
D.A.LLI.C.T. Gandhinagar
7. Pfor. A. G. Kothari, Prof. EED, NGPUR Member
8. Mr. I. L. Muthreja, Assott. Prof. M.E.D., Member
Ngpur
9. Dr. T. Srinivasa Rao, Director, VNIT, Member
Napgpur
10. Dr. B. M. Ganveer, Registrar, VNIT, Secretary
Nagpur.
(B) Senate
Sr. Name Designation
No.|
1. Dr. N. S. Chaudhari, Director, VNIT, Nagpur Chairman
2. Prof. S. V. Bhat, Deptt. of Physics, IIS, Member
Bangalore — 560 012
3. Dr. T. S. Sampath Kumar, Asso. Prof., Deptt. Member
of M.M.S.
Prof. (Ms.) R. B. Nair, HD,. H & S.S.,lIT, Delhi Member
Dr. Rajesh Gupta, Dean (Planning & Member
Development), VNIT, Nagpur
6. Dr. R. K. Ingle, Dean (Faculty Welfare), VNIT, Member
Nagpur
7. Dr. Animesh Chatterjee, Dean (Research & Member
Consultancy), VNIT, Nagpur
8. Dr. R. M. Patrikar, Dean (Academics), VNIT, Member
Nagpur
9. Dr. A. P. Patil, Dean (Students Welfare), Member
VNIT, Nagpur
10. Dr. S. V. Bakre, Head, Deptt. of Applied Member
Mechanics, VNIT, Nagpur
11. Prof. L. M. Gupta, Professor of Structural Member
Engineering, VNIT, Nagpur
12. Prof. O. R. Jaiswal, Professor of Structural Member
Engineering, VNIT, Nagpur
13. Dr. M. M. Mahajan, Professor of Structural Member
Engineering, VNIT, Nagpur
14. Dr. G. N. Ronghe, Professor of Structural Member

Engineering, VNIT, Nagpur




15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

Dr. S. A. Mandavgane, Head, Chemical Engg.
Deptt. , VNIT, Nagpur

Dr. V. A. Mhaisalkar, Head, Civil Engg. Deptt.,
VNIT, Nagpur

Dr. A. D. Pophale, Professor of Civil Engg.,
VNIT, Nagpur

Dr. Y. B. Katpatal, Professor of Civil Engg.,
VNIT, Nagpur

Dr. H. M. Suryawanshi, Head, Deptt. of
Electrical Engg., VNIT, Nagpur

Dr. A. G. Kothari, Professor of Electrical
Engg., VNIT, Nagpur

Dr. M. V. Aware, Professor of Electrical
Engg., VNIT, Nagpur

Dr. K. L. Thakre, Professor of Electrical
Engg., VNIT, Nagpur

Dr. K. D. Kulat, Head, Deptt. of Electronics
Engg., VNIT, Nagpur

Dr. A. G. Keskar, Professor of Electronics &
Comm., VNIT, Nagpur

Dr. R. B. Deshmukh, Professor of Electronics
Engineering, VNIT, Nagpur

Dr. A. S. Gandhi, Professor of Electronics
Engineering, VNIT, Nagpur

Dr. S. R. Sathe, Head, Deptt. of Computer Sc.
& Engg., VNIT, Nagpur

Dr. C. S. Moghe, Professor of Computer
Science Engg., VNIT, Nagpur

Dr. I. K. Chopde, Head, Deptt. of Mechanical
Engg., VNIT, Nagpur

Dr. P. M. Padole, Professor of Mechanical
Engg., VNIT, Nagpur

Dr. A. M. Kuthe, Professor of Mechanical
Engg., VNIT, Nagpur

Dr. S. G. Sapate, Head, Deptt. of Met. & Mat.
Engg., VNIT, Nagpur

Dr. R. K. Paretkar, Professor of Met. & Mat.
Engg., VNIT, Nagpur

Dr. S. U. Pathak, Professor of Met. & Mat.
Engg., VNIT, Nagpur

Dr. D. R. Peshwe, Professor of Met. & Mat.
Engg., VNIT, Nagpur

Dr. R. R. Yerpude, Head, Deptt. of Mining
Engg., VNIT, Nagpur

Prof. S. Shringarputale, Professor of Mining
Engg., VNIT, Nagpur

Ms. Alpana Dongre, Head, Deptt. of
Architecture, VNIT, Nagpur

Dr. V. S. Adane, Professor of Architecture,
VNIT, Nagpur

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member

Member




40.

41.

42.

43.

44,

45.

46.

47.

48.

Dr. (Mrs.) Sujata Patrikar, Head, Deptt. of
Appl. Physics, VNIT, Nagpur

Dr. V. K. Deshpande, Professor of Applied
Physics, VNIT, Nagpur

Dr. (Mrs.) Anupama Kumar, Head, Deptt. of
Chemistry, VNIT, Nagpur

Dr. S. S. Umare, Professor of Chemistry,
VNIT, Nagpur

Dr. G. P. Singh, Head, Deptt. of Mathematics,
VNIT, Nagpur

Dr. (Ms) M. Ghoshal, Head, Deptt. of
Humanities, VNIT, Nagpur

Dr. S. B. Thombre, Professor of Mech. Engg
& ilc T&P, VNIT, Nagpur

Dr. D. H. Lataye, Chief Warden, VNIT,
Nagpur

Dr. B. M. Ganveer, Registrar, VNIT, Nagpur

(C) Finance Committee

Sr.
No

1.

Name

Dr. S. K. Joshi, Distinguished Scientist (CSIR)
& Vikram Sarabhai Professor of INCASR, New
Delhi.

Shri Rajesh Singh, Director Deptt. Higher
Eduction, New Delhi

Shri Navin Soi, Driector, Ministry HRD, New
Delhi.

Prof. S. C. Sahasrabudhe, Director D.A.l.I.C.T.,
Gandhinagar

Prof. A. G. Kothari, Professor, Electrical
Engineering Department, VNIT, Nagpur

Dr. N. S. Chaudhari, Director, VNIT, Nagpur

Dr. B. M. Ganveer
Registrar, VNIT, Nagpur

(D) Building & Works Committee

Sr.No
1.
2.

Name
Dr. N. S. Chaudhari, Director, VNIT, Nagpur

Shri Rajesh Singh, Director Director HMHRD,
New Delhi

Shri Navin Soi, Director IFD, New Delhi

Member

Member

Member

Member

Member

Member

Member

Member

Secretary

Designation

Chairman

Member

Member

Member

Member

Member

Member-
Secretary

Designation
Chairman
Member

Member




4. Prof. S. C. Sahasrabudhe, Director D.A.l.T, Member

Gandinagar
5. Dr. Rajesh Gupta Member
Dean (P&D), V.N.L.T., Nagpur
6. Mr. R. K. Naik, Superintending Engineer (Civil), Member
Central P.W.D., , Nagpur—440 006
7. Shri Arvind Garg, Suptd. Engineer (Electrical) Member
NAGPUR - 440006
8. Chief Engineer, Public Works Department, Member
NAGPUR - 440001
9. Supdt. Engineer (Electrical), Public Works Member
Department,
NAGPUR - 440001
10. Dr. B. M. Ganveer Registrar, VNIT, Nagpur Member-
Secretary
Other information is as under -
Statutory Committees -
Name of the Committee Frequency of the Attendance
meetings
Board of Governors 4 in a year Average 70%
Finance Committee 3inayear Average 80%
Building & Works Committee 4 in a year Average 80%
Senate 4in ayear Average 90%

Other than the above Committees, there in als&th# Selection Committee
(Statutory) for Selection of faculty and non-fagulemployees which meets as
and when necessary. This is a standard compositithe committee which
includes official & Non official members.

The last Staff Selection Committee for recruitmeintaculty posts was  held in
2012 and for non-faculty posts in 2008.

In addition the board has constituted following@oittees for compliance
with rules & regulations.
1) Special Cell : To ascertain the Goal res@mgolicy is

observed scrupulously. No meeting of Special Belfl during
current year i.e. 2013.

2) Stores Purchase Committee: To assist the Dir@cprocurement
of item/equipment/material costing beyond 10hsak
Total 3 meetings are held during current year204.3

3) Grievance Cell : To address the Grievancesl dfie employees.
No meeting was held during current year 2013.

4) Women’s Cell : To address the Grievancesarking women.
Two meetings held during 2013.




8.2.2 Defined

rules, procedures, recruitment, and ptonal policies,

etc. (2)

(Instruction: List the published rules, policies\daprocedures; year of
publications; and state the extent of awareness ngmdhe
employees/students. Also comment on its availgwolit Internet, etc.)

8.2.3, 8.2.4 Most of the information viz.. Actagites, constitution of
various Committees, Academic Programmes, grievaneehanism, and
minutes of all Statutory Committees are placedr@titute web-site and

updated from time to time.

8.2.3 Decentralisation in working including delegatioin
financial power and grievance redressal syg8m

(Instruction:

List the names of the faculty membewgho are

administrators/decision makers for various resgwlises. Specify the
mechanism and composition of grievance redressstesy including
faculty association, staff-union, if any.)

LIST OF DELEGATION OF FINANCIAL POWERS

Sr.No.| Particulars Functionaries Proposed Financial
Power

01. All kinds of expenditure under plarDirector Up to 8 Crores
and non plan budget

02. All kinds of expenditure under plarDeputy Director Upto 50 Lakhs
and non plan budget

03. All kinds of purchases & other
expenditure from Sponsor Researciean (R&C) Upto 10 Lakhs
Projects, Schemes and Consultancy
Funds

04. For Purchase of Consumables froRrincipal Upto 2 Lakhs (for
Projects, Schemes and Consultandgvestigator Consumables only)
Fund

05. 1. Stores, spares, accessol Heads of Deptts| Upto 2 Lakhs
under allotted operating grant (NorProf-in-Charge
Plan) (T&P), Librarian
2.  Purchases under allotted Plan
Grant,

06. All Expenditure related to student®ean (St. Welfare) Upto 2 Lakhs
activities, including sports.

07. Purchases, Payments of scholarship

& other allied expenditure withi
approved & allotted grant of th
year. All related expenditure of P
students & research scholars with

L
eDean (Academics)
G
in

approved budget.

Upto 10 Lakhs




08.

Expenditure related to the
operational expenses (Office, sm
equipment, consumables etc.

irAll Deans
all

Upto Rs. 2 Lakhs

09.

Expenditure for campu
development, minor repairs
cleaning, minor repair of road
parks, convocation an
miscellaneous for which th
administrative approval is accorde
and fund is allotted for the purpose

S
5,
5,

dDean (P&D)
e
2d

Upto Rs. 2 Lakhs

10.

Purchases of Journals, consumal
spares and accessories etc. fa
budgetary allocation of the year

leShairman, Library
rm Committee

Upto Rs. 2 Lakhs

11.

Expenditure for medicine/consumabl

-es/equipments directly related to
Health Service expense.

Medical Officer

MO: upto Rs. 1
Lakhs in each case,
with Celling of Rs. 5
lakhs per year

12.

[i] Payment of Telephone bill FAX,
Bill Electricity/bill, Water bill etc.,
[ii] Purchases of equipment, uniforn
consumables, stationeries, spares
accessories. for registry/requiremer
for departments not covered above
within allotted grant of the year.

5
&
nt Registrar

Full power of [i] and
Upto Rs. 2 Lakh

13.

For contingency expenditt

Dy. Registrar, As:
Registrar
(Independent

Charges)

Up to Rs. 100C

List of faculty members who are administratorsisiea makers for various jobs —

Deans

* Dean (Planning and Development)

* Dean (Faculty Welfare)

* Dean (Research and consultancy)

* Dean (Academics)
* Dean (Students Welfare)

The
following members:-

Institute Grievance Redressal

- Dr. SSRthe

Dr. R. K. Ingle

- Dr. HSuJrywanshi

-br. O. R. Jaiswal
-- . Br P. Singh

Committee

is stifoied  with

the

* Dr. M. M. Mahajan, Prof. of Structural Engg. — Chairman
* Dr. Aniket M. Deshmukh, Assoc Prof. of

Architecture

-- Member

* Shri Askok Thakur, Senior Assistant

* Shri C. V. Chalpati Rao

* Shri V. S. Kapse, Liaison Officer, SC/ST
* Dr. A. Andhare, Associate Prof. of M.E.

-- Member
-- Member

-- Mber
-- Mbar-

Secretary




8.2.4 Transparency and availability of correct/unarmbigs
information (3)
(Instruction: Availability and dissemination ofinformation

through

the Internet. Information provisioning in accordan@ith the Right to
Information Act, 2005).
All relevant information are made available throwgbsite.
Information is made available through emails amdutars.

The RTI Cell is constituted in accordance with ginevisions of Right to
Information Act, 2005 as follows-
- Dr. B. M. Ganveer, strar

Public Information Officer

First Appellate Authority

Second Appellate Authority --

- Dr. S. R. Sathe, Deép&D)

8.3. Budget Allocation, Utilisation, and Public Acounting (10)

Dr. N. S. Choudhddyector

Summary of current financial year’'s budget and #wtual expenditure incurred
(exclusively for the institution) for three previefinancial years.

In Rupees
Item Budgeted in| Expensesin| Expensesin| Expensesin
CFY (2013-14) CFY (till 30- (2012-13) (2011-12)
09-20179)
Infrastructural | 2,65,54,000 36,13,35,022| 2,81,64,291 15,95,93,7[70
built-up
Library 1,50,00,00 36,13,20: 1,90,18,80 1,29,71,12
Laboratory 7,40,50,000 1,72,15,522 4,32,85,956 3,99,33,386
equipmer
Laboratory 9,00,000 3,28,380 34,54,624 14,68,336
consumable
Teaching an( 18,68,00,000 | 24,03,26,847| 44,34,60,400 30,58,08,851
non teachin
staff salar
R&D
Training & 3,00,000 8,25,317 11,52,857 12,93,657
trave
Other, specif | 2,76,52,00 3,35,20,38 7,88,07,80 6,16,68,29
Total 30,47,02,00 |65,71,64,68 |61,7340,74 58,27,37,41
8.3.1 Adequacy of budget allocation (4)
(Instruction: Here the institution needs to justifiat the budget allocated

over the years was adequate.)

The Institute receives grant-in-aid from the Goweent of India based

on

the budget formulated by it. There is enough fundde available by the
Government of India for Plan and Non-Plan actatilnfrastructure facilities
are created on priority basis based on the aveildbnd from the

Government of India.




8.3.2

8.3.3

Utilisation of allocated funds (5)

(Instruction: Here the institution needs to statevithe budget was utilised
during the last three years.)

The utilization of allocated fund is satisfactory ean be seen from above
table no. 8.3.

Availability of the audited statements on thstitute’s website (1)

(Instruction: Here the institution needs to stateether the audited statements
are available on its website.)

The account of the Institute is audited by a teaimawditors from the
Comptroller & Auditor General of India and the Au&eport is prepared by
the CAG Office. A copy of the Report is given tetinstitute. Under the
provision of the National Institutes of Technologgt 2007, the Audit Report
of the Institute account is placed before the Barént every year. Till its
placement before both the Houses of Parliamenti@sndonsiderations, the
Report remains confidential.

8.4. Programme Specific Budget Allocation, Utilision (10)

Summary of budget for the CFY and the actual exjeradincurred in the
CFYm1 and CFYm2 (exclusively for this programmeha department):

Item Budgeted | Actual Budgeted| Actual Budgeted | Actual
in CFY Expenses | in Expenses| in CFYm1 | Expenses
in CFY| CFYm1l |in in
(till...) * CFYml* CFYm1
Laboratory 45,00,000| 5,56,534 29,75,864
equipment
Software 9,00,00!
R&D
Laboratory 26,86¢
consumables
Maintenance
and spares
Training &
travel
Miscellaneous| 10,50,000| 1,73,534 6,00,736
expenses fg
academic
activities
Non plan 30,164 1,35,317
Total 55,50,000| 7,60,232] 30,00000 46,38,785
* The amounts shown under expenditure does notudecimany items of routine

expenses met from Centralised Institutional Soulech as AMC/Computer
Consumables and student related travel expendithreh, however, are aggregated

in The

Institutional Income Expenditure statemenPart | - item 1-10.

(Instruction: The preceding list of items is nothastive. One may add other
relevant items if applicable.)




8.4.1 Adequacy of budget allocation (5)

(Instruction: Here the institution needs to justthat the budget allocated
over the years was adequate.)

8.4.2 Utilisation of allocated funds (5)
(Instruction: Here the institution needs to statevithe budget was utilised
during the last three years.)
Fund provided to the department is properly used develop the
infrastructure of the department to achieve a bgttegramme outcome.

8.5. Library (20)

8.5.1. Library space and ambience, timings and usagailadility of a qualified
librarian and other staff, library automation, ioel access, networking, etc.

(5)
(Instruction: Provide information on the followingms.).

Carpet area of library (in m2) Reading space () rs 6400

Number of seats in reading space = 150 (Night Rexd 200  (Library) =
300

Number of users (issue book) per day = 512

Number of users (reading space) per day =468

Timings: During working day, weekend, and vacation 360 days,
timings 8:30 a.m. to 9:30 p.m.

Number of library staff = 23 (08 permanent)

Number of library staff with degree in Library Magement = 21,
Computerisation for search = 21

indexing, issue/return records Bar coding useges

Library services on Internet/Intranet INDEST or het similar
membership Archives

8.5.2 Titles and volumes per title (4)

Number of | Number of new Number of new
new titles | editions added volumes added

addel
CAYm2 2010-11 95(C 436" 1,08,69:-
CAYm1 2011-12 2,22¢ 4,037 1,13,80t

CAYm 2012-13 106( 6,04¢ 1,27,38¢




SUBJECT WISE TITLES (TILL 33" MARCH 2011)

Sr.No. Subject Title Volume
01. A. M. 281 416
02. Archi. 5019 8728
03. Chemical 2386 3989
04. Che. 3085 6138
05. Civil 8529 7741
06. ComSc 7741 10748
07. Electro 5022 8094
08. Clectri 6133 13254
09. Hum 1223 1782
10. Math 2982 5497
11. Mech. 6960 13449
12. Met. 6007 9179
13. Min. 4648 6422
14. Phy. 1616 6270
15. L.S. & H. 99 99

TOTAL 61711 108694

SUBJECT WISE TITLE (TILL 33" MARCH 2012)

Sr.No. Subject Title Volume
01. A. M. 355 605
02. Archi. 5154 8937
03. Chemical 2512 4352
04. Che. 3182 6398
05. Civil 8667 15016
06. ComSc 7990 11286
07. Electro 5093 8347
08. Electri. 6475 14130
09. Hum 1476 2307
10. Math 3176 5911
11. Mech. 7055 13710
12. Met. 6193 9526
13. Min. 4661 6461
14. Phy. 1793 6665
15. L.S. & H. 155 155

TOTAL 63937 113806




SUBJECT WISE TITLES (TILL 33" MARCH 2013)

Sr.No. Subject Title Volume
01. A. M. 440 2176
02. Archi. 5265 9350
03. Chemical 2634 4986
04. Che. 3261 8079
05. Civil 8780 15730
06. ComSc 8079 14130
07. Electro 5267 9962
08. Clectri 6531 15165
09. Hum 1488 2744
10. Math 3236 6548
11. Mech. 7118 14449
12. Met. 6239 10114
13. Min. 4676 6856
14. Phy. 1806 7145
15. L.S. & H. 177 177
TOTAL 64997 127311
8.5.3 Scholarly journal subscription (3)
Details CFY | CFYm1 | CFYmz | CFYmZ2
2013 2012 2011 2010
Science As soft cogy 00 02 02 01
As hard cop 18 21 20 17
Engg. And Tech. As soft copy 736 00 04 01
As hard cop, 51 86 106 110
Pharmacy As soft copy X
As hard cop
Architecture As soft copy 00 00 00 00
As hard cop 16 18 24 24
Hotel Management As soft copy
As hard cop

(1) 05 Subject collection with 694 title of Elsewi
(2) ACS 41 title of Chemical Engg. Web editions flee year 2013.




8.5.4 Digital Library (3)
Availability of digital library contents: Available

If available, then mention number of courses, nundbe-

books, etc. Availability of an exclusive server:sYe

Avalilability over Intranet/Internet: Yes

Availability of exclusive space/room: Yes

Number of users per day: (1) Issue counter 522 Reference section 245 (3)
Periodical section 167 (4) Reading Room secti®® 45) Stock Room section 182
(6) Reprography section 376 (7) CD-ROM use 098

8.5.5. Library expenditure on books, magazines/journasid miscellaneous
contents (5)

Year Expenditure Comments,
Book Magazines/journal Magazines/journal Misc. if any
(for hard copy (for soft copy | Contentg
subscription) subscription)
CFYmz| 41.42
2011 Lacs 48,49,686.00 2,31,158.00
(4813)
CFYml| 53.32
2012 Lacs 49,73,906.00 1,56,054.00
(5112)
CFY 77.67
2013 Lacs 21,61,376.00 60,62,510.00
(13505
Virtual Class Room:
DETAILS ;-
Money Given By National Informatics Center (NIC);-
Total Project Cost of Virtual Class-Room  -- Rs,Z8524/-
Civil Work for Virtual Class Room -- Rs.10,00,000/
Technical Assistant for Virtual Class Room -- Ris80,000/-
Bandwith;-

Speed for Video only 50 mbps
Speed for net only 50 mbps
Total Bandwidth 100 mbps
Portal of NKH http;/www.nkn.in/
IP Address for NKN;-
10.119.19.194
10.119.19.192/27 such Range is also allocated
Contact Details;- 1] VNIT Co-ordinator;- Prof. V. Abhyankar,
2] VNIT Technical Assistant;- Mr. Rahul Hepat,
Mr. A.A. Hardas




8.5.5.1 Layout of Virtual Classroom

Internet (5)
Name of the Internet provider: BSNL

Available bandwidth: Broadband

Access speed: Gbps and 16 Mbps: Good Access Speed
Availability of Internet in an exclusive lab: Yes

Availability in most computing labs: Yes

Availability in departments and other units: Yes

Availability in faculty rooms: Yes

Institute’s own e-mail facility to faculty/studentges
Security/privacy to e-mail/Internet users: Yes

(Instruction: The institute may report the availapiof Internet in the
campus and its quality of service.)

8.6.1 Network Center Information ;-

Network Center provides a variety of Servicestwbrk Center
administers and manages the entire Campus Comigaternrk
which includes departments, sections computerecent
administrative building, library, Guest house, Itieaenter, NCC
Sectin and Auditorum along with Network Center guarters.

Network Center has three leased line (LL) conoest10 Mbps 75
Mbps and 42 Mbps which is distributed all over paislike
departments, sections, computer center, admitiigrhuilding.
Guest house, health center, NCC Section, Auditorund quarters
along with Network Center, Currently NKN LL proéd by

8.6.




NMEICT for Internet is 50 Mbps.

Network Centre monitors bandwidth usage contirslypand any
problems in usage are rectified with the helpS#® (Internet Service
Provicer)

Network Center has in-house web server, maileseproxies and
application server along with oracle server. Wevpte Web-based
Email open source that  enables all the usersdess their
mailbox from anywhere (inside or outside VNIT Nagpvia the
Internet, an institute wide. We mostly encourage of free and
open software like GNU/Linux distributions.

Network Center provides advanced and specialgaegoftwares
such as ANSYS, MATLAB, EXATA and AUTOCAD as welsa
NPTEL Videos for all the inside users in campusgcrglsoft OS
Software License for servers. Network Center aisst mirrors of
freeware softwares for all campus users. The hecuation is also
provided for special purpose software regardirsgaltation on end user
Computer. Power lingo language software is avialédr the benefit of students.

The centralized installation of quick Heal Antiws software is
provided for all campus users.

Network center has hardware such as core switadge chasis,
Blade server, Rack mount server, SAN Storage, emdl in one
Desktops, HP Laserjet M 1536 DNF Printer, LenovaAKE
Desktop, HP Dual CPU Server, Netscreen Firewdled® Point
UTM, HP-ML-370 G4 Server Dual Processor.

The approximate cost of hardware is around lecé@rlakhs only
(Rs. 1,60,00,000/-) The approximate cost of saftws rupees Two
Lakh eighty thousand only (Rs. 280000/-) Compttardware
AMC is outsourced. The cost of annual maintenai@@ges on
computer hardware is approximately two lakhs @80,000)

The annual charges of Reliance LL is approxitydteenty five
lakhs (Rs. 25,00,000) and that of BSNL LL is ardten lakhs (Rs.

10,00,000/-)

Network Center has one permanent staff and thdéec staff - 11
and recurring charges is as under —

AMC - 20L

Reliance LL -- 250L

BSNL -- 100L




8.6.2 Physical Layout of Fiber Optic Cable of VNIT
Figure |




8.6.3

PRTG Traffic Grapher
Figure 1l

8.7. Safety Norms and Checks (5)

8.7.1.Checks for wiring and electrical installations feakage and earthing (1)

Sr.No. Particulars No. of Exits
1 Auditorium 7.00
2 Large Classrooms/Laboratories 2.00
3 Library 2.00




8.7.2.Fire fighting measurements: Effective safety arrangesesth emergency
multiple exits and ventilation/exhausts in auditors and large
classrooms/laboratories, firéighting equipment and training, availability of
water, and such other facilities (1)
Adeguate ventilations and multiple exits are proviéd in all academic
buildings, laboratories.
Fire Fighting Measures
1] We have fire extinguishers (mega mess, hostekis, in
CAD/CAM, Department, some are still in propose)
2] As per chief advisor of fire audit committed SChaudhari’s
advice we have DCP, CO2 pressure extinguisherplaced
(fire hydride system is not there)
3] Emergency safety arrangements: No
4] Multiple exits and ventilation/exhausts in aadium and large
labs/classrooms: Yes
5] A number of fire extinguishers are locatédaious sensitive
locations throughout the campus. A total of t&isns
containing different types of Fire fighting mediach as Foam,
Coz, W/C and DCP are functional and under cowotirsu
surveillance for dealing with any fire relatedengency.

8.7.3 Safety of civil structure (1)

Being publicity funded Institution (Central Govt.) all
Infrastructure/construction has to follow CPWD/VINI Norms and all
buildings are supervised by qualified Engineerarduconstruction. Before
the buildings are accepted for use from the caostn contractors all checks
are done for stability of civil structure. Eachusture is specifically certified
by the Incharge Engineer from Estate Maintenaredian after physical
verification. The latest certificate is reprodudeow:

VISVESVARAYA NATIONAL INSTITUTE OF TECHNOLOGY, NAGRJR
PHYSICAL VERFICIATION CERTIFICATE
TO WHOM SO EVER IT MAY CONCERN
This is to certify that the physical and structuratification of all buildings and
connected ancillaries has been carried out duhag/éar 2012-13 and found in
order.

Date : 10/07/2013 sd/-
ENGINEER
ESTATE MAINTENANCE SECTION
V.N.I.T. NAGPUR




8.7.4 Handling of hazardous chemicals and such ottivites (2)

8.8.

8.8.1

8.8.2

(Instruction: The institution may provide evidertbat it is taking enough
measures for the safety of the civil structura®, felectrical installations,
wiring, and safety of handling and disposal of mdeas substances.
Moreover, the institution needs to show the efiemiess of the measures that
it has developed to accomplish these tasks.)

Counselling and Emergency Medical Care and it aid (5)

Availability of counselling facility (1)

Arrangement for emergency medical care (2) Avalighof first-aid unit (2)
(Instruction: The institution needs to report tivaitability of the facilities
discussed here.)

Medical Care:

Availability of medical care and emergency, firstaid facility :

Institute through its health centre provides preive, promotive &
curative health services to the students, emplogetheir families.
Resident doctor on campus & 24 x 7 availabilitymbulance
services take care of emergency needs.

Holistic health services available at health meirticlude family
physician, counsellors, lady doctor, Paediatn@&adental services.
Alternative health services like Homeopathy & g@ge available.
Referral for Ayurvedic services is available. Bibyherapy services
promote fitness & address sports related prohlems

Speciality Clinics for eyes & skin problems isadable. Mental
health services are provides though counselloPs¥chiatrist.
Availability of dietician addresses menu plannfiagbalanced diet in
the mess besides giving dietary advice for modgidemic of obesity,
diabetes & cardiovascular problem. First aidlitgas

provided at all hostels.

Physical Education facilities:
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9-Continuous Improvement
9. Continuous Improvement (75)

This criterion essentially evaluates the improvenwérihe different indices that have
already been discussed in earlier sections.

From 9.1 to 9.5 the assessment calculation carobe ds follows

If a, b, c are improvements in percentage durimgelsuccessive years,

assessment can be calculated as

Assessment = (b-a) + (c-b) + (a +b +c) 5/3

9.1. Improvement in Success Index of Students (5)

From4.1
Items LYG LYGm1 LYGm2 Assessment
Success Inde 0.7¢ 0.87 0.8¢ 4

9.2. Improvement in Academic Performance Index oStudents (5)

From 4. 2
Iltems LYG LYGm1 LYGm2 Assessment
API 6.9t 7.3% 7.11 7
9.3. Improvement in Student - Teacher Ratio (5)
From5. 1
Items CAY CAYmM1 CAYmM2 Assessment
STR 17.8 215 19 19
9.4. Enhancement of Faculty Qualification Index (b
From 5. 3
Items LYG LYGm1 LYGm2 Assessment
FQI 5.4 5.2 6.1 6

9.5. Improvement in Faculty Research PublicationsR&D Work and
Consultancy Work (10)

From 5.7and 5.9

Items LYG LYGm1 LYGm2 Assessment
FRC 2.4 2.4 2.2 2
FPPC 1.8 1.8 1.6 2




9.6. Continuing Education (10)

In this criterion, the institution needs to spedife contributory efforts made

by the faculty members
conducting

during the last three years.

by developing theurse/laboratory modules,
short-term courses/workshops, eta., clantinuing education

Module Any other | Developed/or| Duratio | Resource | Target | Usage and
description contributor| ganized n persons | audienc| citation etc.
y institute / e
industry
Effective T Organized by| 2 weekg Dr. D. B. | Teacher
Teaching/LearninBombay | R B Keskar | (28" Phatak sin
g of Computer June — | (Chief Engg
Programming 10 July | coordinatq colleges
2010) |rand in and
teaching | around
faculty) Nagpur
10 days nT Organized by| 13" nT 60 1C??
Workshop on Bombay | Mrs. D.D. Dec Bombay !( ?s ) :
“Database Shrimankar | 2010 to| Dr. S. EFF__E
Management 23 Sudarshan -
Systems” Dec
2010
Web Technology Designed by | For one UG
course as open Mrs. S.A. semeste students
course Raut r mostly
2" Year
of all
branche|
S

Assessment =




9.7. New Facility Created (15)

Specify new facilities created during the last ghyears for strengthening the

curriculum and/or meeting the POs:

Cloud Computing Infrastructure was created in oelshaster of 2013 by
Dr. U. A. Deshpande (jointly with Prof. M. P. Kwkar, Prof. R. B.

Keskar, and Prof. M. A. Radke)

Parallel Computing Laboratory - set and developed(d12 by Mrs. D.D.

Shrimankar & Dr. S.R. Sathe.

Usage — Research work for MTech students and Bltdlars

Following Purchase Made for
(Approximate Cost: 20 Lach)

Computing Labory.

Sr.No | Equipment Quantity
1 HP Z 600 Workstation 02
2 Dell Make Workstation 02
3 Dell Make Server with Rack 02
4 HP Laser Jet Printer 02
5 HP Colour Laser Printe 01
6 Furniture (Chairs) 30
7 LAN cabling
8 Miscellaneous-

1. Notice Boards
2. Carpet/Curtains

Computer Network Laboratory — set and develope20ih3 by Mrs. D.D.

Shrimankar & Dr. S.R. Sathe.

Usage — Practical class for B.Tech Students, Relsear Computer
Network, Wireless Networks, Sensor Networks




Labama

Following Purchase Made for Computer Network
(Approximate Cost: 25 Lach)
Sr.No | Equipment Quantity
1 Cisco SG300-28 Layer-2 Switch 05
2 Cisco SG500-28 Layer-3 Switch 05
3 Cisco Router 1921-9 05
4 LAN Trainer Kit 01
5 GSM Trainer Kit 01
6 Dell Make Desktop Computer 06
7 HP Make Laptop 06
8 Furniture (Tables 15
9 Furniture (Chairs) 30
10 Electric Fitting
Power Board 15
Switch/Socket Boal 30
11 Miscellaneous-

1. Notice Boards
2. Curtain/Carpet
Etc.




9.8. Overall Improvements since last accreditationif any, otherwise, since the
commencement of the programme (20)

Specify the overall improvement:

Specify the strength [ Improvement | Contributed by | List of PO(s), | Comments, if

weakness brought in which are any
strengthened

CAY Research S. R. Sathe, P. $6, 7, 8,9

Strengths — Publications, Deshpande, U.

Undergraduate Consultancy A. Deshpande,

Teaching Work, M. P. Kurhekar,

Weaknesses — Sponsored R. B. Keskar, M

Research Research A. Radke, D. D.

Publications, Projects Shrimankar, S.

Consultancy Work, A. Raut

Sponsored Research

Projects

CAYm1l Research S. R. Sathe, P. 8.
Strengths — Publications Deshpande, U.
Undergraduate A. Deshpande,
Teaching M. P. Kurhekar,
Weaknesses — D. D.

Research Shrimankar, S.
Publications, A. Raut

Consultancy Work,

Sponsored Research

Projects

CAYm2 Research S. R. Sathe, P. §.
Strengths — Publications Deshpande, U.
Undergraduate A. Deshpande,
Teaching M. P. Kurhekar,

Weaknesses —

D. D.




Research Shrimankar, S.
Publications, A. Raut

Consultancy Work,
Sponsored Research

Projects




Declaration
The head of the institution needs to make a detoteras per the format given below:

This Self-Assessment Report (SAR) is preparedtferdurrent academic year (2013-
2014) and the current financial year (2013-2014pehalf of the institution.

| certify that the information provided in this SARextracted from the records and to
the best of my knowledge, is correct and complete.

| understand that any false statement/informatidnconsequence may lead to
rejection of the application for the accreditation a period of two or more years. |
also understand that the National Board of Accegitih (NBA) or its sub-committee
will have the right to decide on the basis of thbraitted SAR whether the institution
should be considered for an accreditation visit.

If the information provided in the SAR is found b2 wrong during the visit or
subsequent to grant of accreditation, the NBA tgist to withdraw the grant of
accreditation and no accreditation will be allowfed a period of next two years or
more and the fee will be forfeited.

| undertake that the institution shall co-operdte visiting accreditation team, shall
provide all desired information during the visitdamrrange for the meeting as
required for accreditation as per the NBA'’s prowisi

| undertake that, the institution is well aware aibthe provisions in the NBA’s
accreditation manual concerned for this applicatiomles, regulations and
notifications in force as on date and the instighall fully abide to them.

Signature, Name, and Designation of

the Head of the Institution with seal
Place:
Date:




